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In this supplemental material, we show more examples
for our ablation studies (Sec. 1), the state-of-the-art compar-
ison experiments (Sec. 2), as well as the HD map generation
(Sec. 3). Besides, we also elaborate the implementation de-
tails of our model architecture in Sec. 4.

1. Ablation studies

1.1. Cross-view Transformation

In Fig. 3, we show several exemplar results concern-
ing with the ablation study of the cross-view transforma-
tion module in our paper (i.e. Table 4 of the paper). The
examples are selected from the results of KITTI 3D Ob-
ject dataset. With the addition of sub-structures (i.e., MLP,
cross-view correlation, cycle structure, and feature selec-
tion) in the cross-view transformation module, our model
can effectively extract the masks of the individual vehicles,

Front View MonoLayout [5] Ours Ground-truth
Figure 1. Exemplar results on the joint road layout and vehicle
occupancy estimation from Argoverse.

remove noises, and refine their shapes.

1.2. Context-aware Discriminator

As shown in Fig. 4, we observe that, although the frame-
work equipped with PatchGAN [3] improves the AP met-
rics from the baseline, it degrades the IOU metrics, which
is consistent with the results reported in our paper (i.e. Table
6 of the paper). This is because the vehicle masks produced
by PatchGAN [3] tend to slightly shrink (see the third exam-
ple in Fig. 4). Our context-aware discriminator manages to
improve the IOU and AP metrics simultaneously, which can
produce the results that well match the ground-truth masks.

2. Comparison with the State-of-the-arts
We first demonstrate the comparison results from Argo-

verse in Fig. 1. Besides, we illustrate more comparison re-
sults for road layout estimation in Fig. 5 from the datasets
KITTI Odometry and KITTI Raw, and vehicle occupancies

Front View Ours Ground-truth
Figure 2. Failure cases on Argoverse, KITTI 3D Object, and KITTI
Odometry.

1



Methods FPS

Mono3D [1] 0.24
OFT [7] <5

MonoOccupancy [4] 15
MonoLayout [5] 32

Ours 35

Table 1. A comparative study of inference time on NVIDIA
GeForce GTX 1080Ti GPU for different methods on the images
of KITTI RAW dataset.

in Fig. 6 from the dataset KITTI 3D Object.

3. Panorama HD Map Generation
For generating HD map, we use trivial image stitching

techniques to showcase the results. In particular, we sim-
ply leverage the camera parameters and poses of each frame
provided by Argoverse to montage the estimations of sam-
pled images to obtain the HD map. To show that our ap-
proach can be applied for generating panorama HD map,
we illustrate two more examples in Fig. 7 and Fig. 8.

4. Network Details and Runtime Performance
Encoder. Our encoder is built on top of the ResNet-

18 [2], which takes in the RGB images with the size 1024×
1024×3 as input, and produces 32×32×512 feature maps
as the encoded features. In particular, we use the ResNet-
18 [2] architecture without bottleneck layers.

Cycle structure. The MLP contains two fully-connected
layers and ReLU activation.

Cross-view transformer. Each item of the key K, the
query Q, and the value V in CVT utilizes a single convo-
lutional layer (kernel size 1 × 1, stride = 1, padding = 0),
respectively. Fconv of CVT applies one convolutional layer
(kernel size 3× 3, stride = 1, padding = 1) to compress the
features.

Decoder. The decoder consists of four deconvolution
(i.e., transposed convolution) blocks. Each block increases
the spatial resolution by a factor of 2, and decreases the
number of channels to 64, 32, 16, and 2, respectively. It
outputs the feature map with the size 256× 256× 2, which
spatially corresponds to a rectangular region of 40m×40m
area on the ground space.

Discriminator. FD consists of 5 convolution blocks.
Except that the last convolutional layer, each block contains
a convolution layer along with the batch normalization and
LeakyReLU. F ′

D consists of 3 convolution blocks. Except
that the last convolutional layer, each block has a convolu-
tion, spectral normalization, and LeakyReLU.

Runntime Information. During training, our model
takes around 50 epochs (2.5h to 10.5h) to converge and re-
quires 5.029 GB GPU memory. During inference, we pro-
cess each image for 0.0286 sec. on average and 0.79 GB
GPU memory.

Timing analysis. We also show the inference time of our
method comparing to other competing methods in Table 1.

5. Failure cases
Fig. 2 shows a few scenarios in which we cannot pro-

duce accurate road layout estimation. First, our model may
produce inaccurate prediction in the cases of occlusion and
sharp turns (see the first and second rows in Fig. 2). Second,
our model may be confused by multiple close vehicles (see
the third row in Fig. 2).
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Front view Baseline + MLP + Correlation + Cycle structure + Feature selection Ground-truth
Figure 3. Exemplar results of the ablation study for the cross-view transformation module.

Front View Baseline PatchGAN [3] Ours Ground-truth
Figure 4. Exemplar results of ablation study for the context-aware discriminator. We provide the corresponding IOU and AP metrics.
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Front View MonoOccupancy [4] Pan et al. [6] MonoLayout [5] Ours Ground-truth
Figure 5. Comparison results of road layout estimation on KITTI Odometry and KITTI Raw. Although ground-truths contain noises, our
estimation results demonstrate the better coverage for road layout than others.
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Front View MonoLayout [5] Ours Ground-truth
Figure 6. Vehicle occupancy estimation results on KITTI 3D Object.
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Key frames of Argoverse Panorama HD map
Figure 7. We fuse the estimated road layout from the image sequences of Argoverse to produce a panorama HD map.

Key frames of Argoverse Panorama HD map
Figure 8. We fuse the estimated road layout from the image sequences of Argoverse to produce a panorama HD map.
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