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1. Experimental Results on Hockey

We also evaluate our method on the Hockey dataset be-
sides the Charades and the Volleyball datasets in the main
paper. The Hockey dataset [2] was collected from real
university-level hockey matches using two fixed cameras
positioned at both ends of the rink on the spectator’s side.
It includes 12 multi-label activities in 36 videos (each video
contains around 10000 frames).

Based on the accuracy and F1. scores on Table 1,
our system substantially outperformed all the existing ap-
proaches on Hockey for multi-label activity recognition. We
also compared our method with the baseline using the lat-
est activity recognition model (CSN-152 baseline in Table
1) due to the other existing approaches on Hockey are rela-
tively old [4]. Our model roughly higher 2.5% F1. score
compared to the baseline network, which shows that the
activity-specific features also improve the performance on
the Hockey dataset.

Table 1. Experimental results for multi-label activity recognition
on Hockey.

Hockey
method Acc. F1.
SVR [2] - 16.0
EO-SVM [1] 90.0 -
CNN Over time [3] - 42.0
CSN-152 baseline [4] 95.2 57.1
Our’s 96.3 60.2

2. Backbone

We use CSN-152 [4] as the backbone of our model. We
remove the temporal strides in res5 to make the backbone
features Ff contain more complete information from the
original video. Table 2 shows the detail parameters of the
backbone network and the parameters for generating the
AttnO and AttnA in our proposed network.

Table 2. The detail structure and parameters of the i3D network
that we are using.

Stage Details Output Size
Conv1 5 × 7 × 7, 64, stride 1, 2, 2 32 × 112 × 112 × 64
Maxpool1 2 × 3 × 3, stride 2, 2, 2 16 × 56 × 56 × 64

Res2

(
3 × 1 × 1, 64 )

×3 16 × 56 × 56 × 2561 × 3 × 3, 64
1 × 1 × 1, 256

Maxpool2 2 × 3 × 3, stride 2, 2, 2 8 × 28 × 28 × 256

Res3

(
3 × 1 × 1, 128 )

×4 8 × 28 × 28 × 5121 × 3 × 3, 128
1 × 1 × 1, 512

Res4

(
3 × 1 × 1, 256 )

×23 8 × 14 × 14 × 10241 × 3 × 3, 256
1 × 1 × 1, 1024

Res5

(
3 × 1 × 1, 512 )

×3 8 × 7 × 7 × 20481 × 3 × 3, 512
1 × 1 × 1, 2048

AttnO 64, 392 × 392, 128 64 × 128
AttnA 64 × A, 128 A × 128
FC 128 × 1 1 × A

3. Visualizing Activity-specific features

We further visualized activity-specific feature maps for
more videos in Charades. Figure 1, Figure 2 and Figure
3 are the visualized activity-specific features in 7 differ-
ent video clips. The activity-specific features maps and
the bounding boxes on their corresponding input frames
are generated using the same method proposed in Section
6 (Feature Visualization) of the main paper.
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Figure 1. Visualization of activity-specific features in video “680G0”, “62ACD” and “50E06” from Charades dataset. Detail explanation
is in Section 6 of the main paper
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Figure 2. Visualization of activity-specific features in video “4GLAP”, “2KGV3” and “0TDOP” from Charades dataset. Detail explanation
in Section 5.1 of the main paper
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Figure 3. Visualization of activity-specific features in video “0LDN3” from Charades dataset. Detail explanation in Section 5.1 of the main
paper
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