Supplementary Document for
“PISE: Person Image Synthesis and Editing with Decoupled GAN”

In this document, we provide the following supplementary contents:

- Implementation details.
- Comparison with state-of-the-art methods.
- Texture transfer results.
- Texture interpolation results.
- Region editing results.
- Failure cases and analysis.
- Results on images in the wild.

1. Implementation Details.

In our parsing generator and image generator, we use several blocks shown in Figure 1. The detailed architecture of our model is shown in Figure 2. Our method is implemented in PyTorch. We train and test our code using a GeForce RTX 2080Ti with 11 GB memory. The weights in the loss function \((\lambda_{pt}, \lambda_c, \lambda_t, \lambda_p, \lambda_s, \lambda_a)\) are set to \((100.0, 30.0, 5.0, 0.5, 200.0, 2.0)\). We train our network in stages. The parsing generator is first trained to generate a human parsing map aligned with the target pose. Then, we train our model without spatial-aware normalization to constrain the generated image features and the real image features in the same domain. Finally, we train our full model in an end-to-end manner. We adopt the Adam optimizer [1] to train our network with the learning rate 0.0001 for the generator and 0.00001 for the discriminator.

![Figure 1: Several blocks used in our model.](image-url)
Figure 2: The detailed architecture of our model.

Figure 3: Comparison with PATN [7], XingGAN [5], BiGraph [4], ADGAN [2], GFLA [3] and PINet [6].
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Figure 4: Comparison with PATN [7], XingGAN [5], BiGraph [4], ADGAN [2], GFLA [3] and PINet [6].
Figure 5: Comparison with PATN [7], XingGAN [5], BiGraph [4], ADGAN [2], GFLA [3] and PINet [6].
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Figure 6: Comparison with PATN [7], XingGAN [5], BiGraph [4], ADGAN [2], GFLA [3] and PINet [6].
Figure 7: Comparison with PATN [7], XingGAN [5], BiGraph [4], ADGAN [2], GFLA [3] and PINet [6].
3. Texture Transfer Results.

Figure 8: Texture transfer results of the hair.
Figure 9: Texture transfer results of the pants.
Figure 10: Texture transfer results of the dress.
4. Texture Interpolation Results.

Figure 11: Texture interpolation results of the upper clothes.

Figure 12: Texture interpolation results of the pants.
Figure 13: Texture interpolation results of the hair.

Figure 14: Texture interpolation results of the hair, the upper clothes and the pants.
5. Region Editing Results.

Figure 15: Region editing results.
6. Failure Cases and Analysis.

Although our method generates natural images with detailed textures in most cases, it cannot cope well with the styles and textures that deviate extremely from the training set distribution. The neural network predicts the outputs by the interpolation operator in the manifold built on the training data. Therefore, it is difficult to predict reasonable results for some challenging patterns, especially with large pose changes. Figure 16 shows some failure cases of our method. For specific pattern of clothing, our model fails to predict the correct pattern, and cannot preserve spatial context relationships. Besides, small parsing errors will not affect the performance of our method much as demonstrated by various results in the paper with imprecise parsing results.

![Failure cases of our method.](image)

Figure 16: Failure cases of our method.

6. Results on Images in the Wild.

We test our method on images in the wild. Figure 17 shows two cases of our method. Our model generates promising results with good texture consistency.

![Failure cases of our method.](image)

Figure 17: Failure cases of our method.
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