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Figure 1. Architecture of the multi-scale query Feature Processing
Module (FPM) and decoder in PFENet [7]. PFENet [7] used a
prior mask which is generated from the pre-trained model on Ima-
geNet [5] in its query FPM. The height (the width shares the same
size) of the feature map after the average pooling is set as {60, 30,
15, 8}.

1. Overview
In this supplement material, we will firstly show the ar-

chitecture of the multi-scale query FPM and its decoder,
then we will provide more quantitative and qualitative re-
sults.

2. Multi-Scale Query FPM and Decoder
Fig. 1 shows the details of the multi-scale query FPM and

the decoder in PFENet [7]. We follow the same multi-scale
setting in our support FPM in SGM, and the only different
is that the prior mask is not used in our support FPM. For
more details such as how to compute the prior mask and the
setting for COCO-20i, please refer to PFENet [7].

3. More Quantitative Results
Table 1 shows the comparison between our approach and

other state-of-the-art methods using FB-IoU as the evalua-
tion metric on PASCAL-5i. Our approach using PFENet [7]
as the baseline achieves 71.9% and 72.8% FB-IoU on
PASCAL-5i for 1-shot and 5-shot tasks respectively, both
of which are new state-of-the-art performances. Besides,
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Table 1. Comparison with other state-of-the-art methods using FB-
IoU (%) on Pascal-5i for 1-shot and 5-shot segmentation.

Method Backbone FB-IoU (%)
1-shot 5-shot

OSLSM (BMVC’17) [6] vgg16 61.3 61.5
co-FCN [4] vgg16 60.1 60.2
PL (BMVC’18) [1] vgg16 61.2 62.3
PANet (ICCV’19) [9] vgg16 66.5 70.7
PGNet (ICCV’19) [11] resnet50 69.9 70.5
A-MCG (AAAI’19) [2] resnet101 61.2 62.2
DAN (ECCV’20) [8] resnet101 71.9 72.3
CANet (CVPR’19) [12] resnet50 66.2 69.6
PFENet (TPAMI’20) [7] * resnet50 71.4 -
ours-SCL (CANet) resnet50 70.3 70.7
ours-SCL (PFENet) resnet50 71.9 72.8
* The result is generated using the models provided by the

author.

Table 2. Comparison with other state-of-the-art methods using FB-
IoU (%) on COCO-20i for 1-shot and 5-shot segmentation.

Method Backbone FB-IoU (%)
1-shot 5-shot

PANet (ICCV’19) [9] vgg16 59.2 63.5
A-MCG (AAAI’19) [2] resnet101 52.0 54.7
PFENet (TPAMI’20) [7] resnet101 58.6 61.9
ours-SCL (PFENet) resnet101 61.9 63.7

adopting our approach on CANet [12] improves the perfor-
mance of the baseline by a large margin, being 4.1% and
1.1% increase for 1-shot and 5-shot tasks, respectively.

Table 2 shows FB-IoU results between ours and other
state-of-the-art methods on COCO-20i. It can be seen that
using our approach achieves new state-of-the-art perfor-
mance. Compared to the baseline, our approach obtain a
large gain of 3.3% and 1.8% FB-IoU for 1-shot and 5-shot
segmentation, respectively.

In Table 3, we make a comparison between ours and
other approaches on COCO (2017)-20i. The difference be-
tween COCO (2017)-20i and COCO-20i is that COCO-20i
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Figure 2. Qualitative results of our proposed approach using PFENet [7] as the baseline on COCO-20i. (a) Support images for the 1-shot
task and their masks. (b) Query images and their ground-truth. (c) ours-SCL (PFENet) 1-shot results. (d) ours-SCL (PFENet) 5-shot
results.

Table 3. Comparison with other state-of-the-art methods using
mIoU (%) on COCO (2017)-20i for 1-shot and 5-shot segmen-
tation.

Method Backbone mIoU (%)
1-shot 5-shot

CANet (CVPR’19) [12] resnet50 - -
RPMMs (ECCV’20) [10] resnet50 30.6 35.5
ours-SCL (CANet) resnet50 32.5 35.8

is built based on MS-COCO 2014 [3] while COCO (2017)-
20i is built based on MS-COCO 2017. It can be seen that
compared to the state-of-the-art method RPMMs [10], our
approach obtains a mIoU gain of 1.9% and 0.3% for 1-

Table 4. Comparison with the baseline (CANet [12]) about multi-
scale inference on Pascal-5i. MS: multi-scale inference.

Method MS mIoU (%)
1-shot 5-shot

CANet (CVPR’19) [12] - 54.0 55.8
CANet (CVPR’19) [12] X 55.4 57.1
ours-SCL (CANet) - 56.3 58.2
ours-SCL (CANet) X 57.5 59.2

shot and 5-shot segmentation, respectively. Note that RP-
MMs [10] also adopted CANet [12] as its baseline.

In Table 4, we show the influence of using the multi-
scale method during inference, it can be seen that using our
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Figure 3. Qualitative results of our proposed approach using CANet [12] as the baseline on Pascal-5i. (a) Support images for the 1-shot
task and their masks. (b) Query images and their ground-truth. (c) ours-SCL (CANet) 1-shot results. (d) ours-SCL (CANet) 5-shot results.
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Figure 4. Qualitative results of our proposed approach using PFENet [7] as the baseline on Pascal-5i. (a) Query images and their ground-
truth. (b) PFENet [7] 5-shot segmentation. (c) ours-SCL (PFENet) 5-shot results.

method can improve the performance with or without using
multi-scale. Besides, it can also be found that the improve-
ment is more obvious for single scale inference.

4. More Qualitative Results
In Fig. 2, we report more qualitative results using

PFENet [7] as the baseline on COCO-20i. It can be seen
that our approach retains integral object details for both
large and small objects.

In Fig. 3, we report more qualitative results using
CANet [12] as the baseline on Pascal-5i. It can be seen that
our approach produces integral segmentation masks cover-
ing object details.

In Fig. 4, we report the 5-shot results using PFENet [7] as
the baseline on Pascal-5i. It can be seen that our approach
produces integral segmentation masks covering object de-

tails.
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