
Weakly Supervised Video Salient Object Detection
(Supplementary Materials)

Wangbo Zhao1 Jing Zhang2,3 Long Li1 Nick Barnes2 Nian Liu4 Junwei Han1� ∗

1 The Brain and Artificial Intelligence Laboratory, Northwestern Polytechnical University
2 Australian National University 3 CSIRO, Australia

4 Inception Institute of Artificial Intelligence
{wangbo.zhao96, zjnwpu, longli.nwpu, liunian228, junweihan2010}@gmail.com,

nick.barnes@anu.edu.au

Abstract

In this supplementary material, we further show our
weak label (the fixation guided scribble annotation) and
configuration comparison of our method and existing meth-
ods. We also show other prediction boosting techniques and
more qualitative comparison.

1. Fixation Guided Scribble Annotation
In Figure 1, we visualize more samples to show the scrib-

ble annotation in the proposed dataset. During annotating,
an annotator is required to look the at RGB image(Figure 1
(a)) and the fixation map (Figure 1 (b)) at the same time.
Based on this, the annotator annotates the foreground in ob-
jects with peak response regions and background in other
regions, and we then obtain our scribble annotation (Fig-
ure 1 (d)). Note that, in the whole process of annotating,
the clean GT (Figure 1 (c)) is not available to the annotator.
Our dataset will be released to the public.

2. Configuration Comparison
We show more detailed configurations of our method and

competing methods in Table 1, which clearly shows that our
model has the cheapest condfiguration, leading to the least
effort of annotation. Meanwhile, the efficiency of our model
during inference further illustrates the effectiveness of our
solution.

3. Effectiveness of boosting
Apart from the proposed saliency boosting strategy, we

also try a traditional boosting strategy, named Ours-b. In
this setting, we first use our scribble label to train the model.
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After several epochs of training, we adopt the prediction
from the model as the pseudo label to finetune the whole
model. From Table 2, we can find that Ours-b can bring
improvements to on VOS [8], DAVIS [12] and FBMS [11].
While our boosting strategy can bring improvements and
show effectiveness on more datasets. In Figure 2, we il-
lustrate the comparison of pseudo labels from our strategy
(Figure 2 (c)) and from the traditional strategy (Figure 2
(d)). It is clear that, our pseudo labels are closer to the clean
GT (Figure 2 (b)).

4. Qualitative Comparison
In Figure 3, we visualize more samples from the testing

sets of DAVSOD and DAVIS to compare our performance
with competing techniques to further show the superior per-
formance of our solution.
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