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Abstract

Spiking neural networks have been attracting the interest

of researchers due to their potential energy efficiency. This

feature makes them appealing for applications on board

CubeSats or small Earth observation satellites, given their

strict energy consumption requirements. However, the per-

formance of spiking neural networks in terms of the accu-

racy on the space-scene classification datasets, and their

benefits with respect to the energy efficiency still remain

to be demonstrated. This work is a preliminary investiga-

tion on deploying spiking neural networks to land cover and

land use classification problems. To train a spiking model,

a VGG-16-based artificial neural network has been trained

on EuroSAT RGB benchmark dataset. The parameters of

this network were then used to initialise a spiking model,

which was optimised by fine-tuning the connection weights

and the synaptic filters parameters. By using the mean

neuron activations, and the number of time-steps and their

width as proxies for the energy consumption of the models,

this study shows different trade-offs between accuracy, and

energy efficiency, when comparing a spiking model to the

deep learning approach. Moreover, some additional input

data preprocessing strategies are investigated as a method

of further enhancement of the energy benefits of the spiking

models.

1. Introduction

Over the last years, researchers in the space community

have been exploring the possibility of applying Artificial

Intelligence (AI), and in particular deep Artificial Neural

Networks (ANNs), on board the Earth Observation (EO)

satellites [15, 20, 30, 12]. The applications of ANNs on-

board include early-detection of natural disasters [15], fil-

tering and discarding the data to mitigate downlink band-

width requirements of small EO satellites, which has be-

come stricter in the last years because of the growing res-

*Ordered alphabetically, equal contribution.

olution of space sensors [15, 41]. Nevertheless, one of the

factors limiting the deployment of ANN models is the re-

stricted energy-budget of SmallSats[7, 15]. This fact forces

the research of complex design trade-offs, optimizing both

the algorithms and hardware to perform the inference on the

edge [20, 33, 37].

In this work, we propose to investigate Spiking Neural Net-

works (SNNs) [19, 40] for an on-board AI applications,

which have been gaining the attention of researchers for

their promising energy efficiency [36, 29]. This is due

to the asynchronous nature of their neuromorphic compu-

tational paradigm. Indeed, according to a biologically-

inspired model, each neuron of an SNN takes as the input

the postsynaptic currents produced by the upstream neurons

and combines them through connection weights. The re-

sulting current is accumulated during different time-steps,

altering the value of the membrane voltage. When the lat-

ter passes a fixed threshold, the membrane voltage is reset,

and a spike is emitted. Such spike is processed by a post-

synaptic filter, producing the output postsynaptic current.

Since various neurons can emit a spike in different instants,

the computation of an SNN model is normally sparse [29].

When inferred on neuromorphic hardware (for example,

SpiNNaker [16, 17, 34], TrueNorth [39], or Loihi [10]) such

sparsity is generally advantageous in terms of power con-

sumption [22]. In addition, depending on the data format

[6], and the information coding approach [36], and hard-

ware implementation [6], SNNs may also provide benefits

in terms of energy efficiency when compared to their arti-

ficial counterparts. In particular, whilst for the event-based

input the energy benefits of spiking models are clear, the

advantages of SNNs for static input images – such as those

used for many EO applications – seem strictly dependent on

the input data [6, 22]. Furthermore, even if the previous ap-

plications of SNNs to remote sensing exist [45, 5, 44], more

research is needed to assess their practicality for space de-

ployment.

In view of that, we propose an investigation of the relevancy

of spiking models for on-board AI applications. In partic-

ular, we focused on land cover and land use classification



case study for the availability of benchmark datasets such

as EuroSAT [23, 24] and benchmark solutions, which might

foster future research.

In addition, the EO data about the land use is collected in

order to better understand how human activity affects our

planet and to help us solve the problems that said activity

may cause, for example, the human-caused climate change.

The reputation of the tremendous success of deep learning

helps it propagate across different scientific domains and to

be employed in a variety of problems. The EO research

is not an exception here. However, this success story is not

without shortcomings. The cost of growing deep neural net-

works [9, 21] is increased intensity of computation [2], and

consequently – raise in power consumption and CO2 emis-

sion [43]. This leads to a paradox, where to solve problems

related to global warming, we use the tools which directly

contribute to it – in a non-negligible way. Thus, an alterna-

tive approach to AI is desperately needed, and the SNNs, as

well as the neuromorphic hardware designed for their im-

plementation, may be just the toolbox that we need.

To this aim, we trained a VGG-16-based ANN model [42]

on the EuroSAT RGB [23, 24] benchmark dataset. The

resulting network parameters were used to initialise the

weights of the spiking version of VGG-16 model, which

was re-trained in the spike-domain using KerasSpiking

framework [3].

To explore different trade-offs in terms of accuracy and

energy efficiency, various levels of spiking regularisation

was applied to the model, outlining many compromises that

can be made in order to satisfy potential applications’ con-

straints. The original ANN network and the various SNN

models were compared in terms of accuracy and energy

per inference, which can be roughly estimated on differ-

ent hardware platforms through the approach described in

Section 2.4.1. Moreover, to further investigate the depen-

dence of energy efficiency on the input data, we proposed

an image preprocessing approach relying on Prewitt filter-

ing and input quantisation to foster data-sparsity and reduce

the neuron activation rate.

Even if the strong assumptions made to estimate the energy

per inferece make it impossible to claim the higher energy

efficiency of SNNs with absolute certainty, the obtained re-

sults suggest that SNNs might have a potential for some AI

applications, despite the reduction in accuracy compared to

the ANN model.

The remainder of the paper is structured as follows: Sec-

tion 2 describes the EuroSAT RGB dataset, the SNN and

ANN models, the training framework and the approach used

for the energy estimation. Section 3 provides the results in

terms of accuracy and energy per inference and proposes

a preprocessing pipeline based on Prewitt filtering and in-

put quantisation that further improves our results. Section

4 outlines the main limitations of this work and proposes

future improvements. In Section 5 we give our conclusions.

2. Methodology

2.1. The model

To demonstrate that an SNN deployed on a neuromor-

phic computing platform can achieve better inference en-

ergy efficiency than an ANN implemented on standard

hardware, we initiated the experiments with one of the stan-

dard deep learning models – VGG-16 network [42], which

we use as both: to set up the SNN topology and parameters,

and to use it as a performance baseline (in terms of land

cover and land use classification accuracy and single-image

inference energy consumption). The VGG-16 network, al-

beit already dated and falling short in performance when

compared to the contemporary state-of-the-art models, of-

fers certain advantages in the SNN-ANN conversion proce-

dure. First, it does not have batch normalization layers (in-

vented after VGG architecture was published [27]) and skip

connections, both of which are problematic to realise in the

spiking paradigm; batch normalisation, because it involves

global computation, and skip connections, because they re-

quire further synchronisation of spikes moving in parallel

across a different number of layers. And secondly, VGG-

16 is a relatively large model (over 14 million parameters),

so it offers a reliable insight into the transferability of the

presented methodology. That is, very often the ANN-SNN

schemes are only implemented on elementary datasets, such

as the classic MNIST (e.g. [28]), and executed with shallow

networks, which does not guarantee the scalability to more

complex datasets and model architectures.

In all our experiments we have used TensorFlow 2.4.1 [1]

and KerasSpiking [8] software and two NVIDIA Quadro

RTX 8000 Graphical Processing Units (GPUs). All our re-

sults are reproducible, with the code to run the experiments

available at [31].

2.2. The dataset

To demonstrate the feasibility of employing spiking

models in the context of EO, we selected the EuroSAT RGB

land cover classification library [23, 24] as our task dataset.

The original dataset consists of 27,000 64×64 Sentinel-2A

satellite images covering 13 spectral bands and consisting

of 10 classes, each represented by 2000-3000 images. Of

those 13 bands 3 corresponding to the RGB colour channels

are selected, so that there is compatibility with the original

VGG-16 expected input channels.

We split the dataset into training, validation, and tests sets

using 80%:10%:10% ratio. We normalise the images to the

unit interval, and augment them by applying random zoom

(±5%), crop, dihedral transformation, change of brightness

(±20%), contrast (by a factor c ∈ [.2, 1.8]), hue (±10%),

and saturation (by a factor s ∈ [.9, 1.1]), in order to avoid



over-fitting during the training.

2.3. Training procedure

2.3.1 ANN training

We use the VGG-16 pre-trained on ILSVRC-2012 (Ima-

geNet) [13]. We remove the top three dense layers and re-

place them with global pooling and a single 10 output-units

dense layer without bias. We swap the max pooling layers

with average pooling layers because the former require lat-

eral node connections in the spiking context, and there is no

consensus on how they should be implemented in that set-

ting.

The network is then trained for 1000 epochs, on batches

of 2700 examples (8 training steps per epoch), using RM-

SProp optimizer [25] with 10−3 learning rate (reduced by

a factor of 10−1 after 50 epochs of no improvement in the

validation loss). We also use 10−3 kernel ℓ2, and 10−4 bias

ℓ1 normalization for the convolutional layers. The final test

set accuracy that we achieve is 95.07%. This is expectantly

below the 98.57% reported in [24], because of the superior

ResNet-50 architecture used therein. However, our aim was

never to improve upon that result, but rather to show the per-

formance transferability between ANN and SNN models in

this context.

2.3.2 SNN conversion

After training the ANN model, we transform it into a spik-

ing model in the following way. First, we remove the pool-

ing layers from the model (apart from the final global pool-

ing), by noting that a 3× 3 stride-1 same-padding convolu-

tion followed by ReLU activation, and 2×2 stride-2 average

pooling is equivalent to 4× 4 stride-2 same-padding convo-

lution followed by ReLU activation, with kernel parameters

appropriately adjusted. This reduces the number of oper-

ations in the model and shortens the path that each spike

has to traverse from the input to the output of the network.

Next, we replace the ReLU functions with spiking activa-

tions corresponding to the one of an Integrate and Fire (IF)

neuron, and a low-pass filter with a parameter τ . That is,

the layer spiking rate (in Hz) is equal to the complementary

ReLU activation value, and

y(t) :=
(

1− e−∆t/τ
)

x(t) + e−∆t/τx(t− 1),

where x(t) is the output of the spiking activation at time t,
y(t) is the output of the low-pass postsynaptic filter, and ∆t
is the temporal resolution of the network (initially we fix it

at ∆t = 1ms). The conversion procedure is depicted in Fig-

ure 1.

If we also scale the firing rate of the neurons by a factor of

250 and let τ = 0.005 we get that the spiking neural net-

work achieves 94.59% classification accuracy after 200ms,

without any further training. This is negligibly worse than

the performance of the ANN. However, it comes at a non-

trivial computational cost, and thus consumes a significant

amount of energy during the inference. This is because,

even though the higher firing rate of the neurons need not

to increase the actual number of spikes (we can apply a

linear scale to the input of all the neurons, and then di-

vide their output by the same scale factor), the simulation

length T = 200 steps requires a lot of accumulate opera-

tions, adding a hefty operational cost (see 2.4). Thus, our

next step was to fine-tune the SNN in order to reduce the

number of operations that it has to perform, without a seri-

ous drop in the classification accuracy performance.

2.3.3 Integrate and Fire neuron model

As described in Section 2.3.2, the SNN conversion pro-

cedure converts the ReLU activation of the ANN network

with the spiking activation implemented in KerasSpiking,

and add postsynaptic low-pass filter modelling the dynam-

ics of neural synapses. In this way, each block composed

of a convolutional layer, spiking activation and low-pass fil-

ter is equivalent to a layer of IF neurons with postsynaptic

filter. For the sake of simplicity, let us consider the case

of fully-connected IF neurons. At time t a neuron N takes

as input the postsynaptic current JM (t) from an upstream

neuron M , as described in Equation 1 [28]:

JM (t) = hM (t)⊛ σM (t), (1)

where hM (t) is the synaptic filter impulse response, ⊛ is

convolution operation, σM (t) =
∑

k δ(t−tM,k) is the post-

synaptic voltage spike train emitted by the neuron M , and

tM,k is the the kth firing instant of the neuron M . All the

postynaptic currents JM are linearly combined through the

weights wN,M , and a bias bN is added to produce the to-

tal presynaptic current JN−in(t) as input to the neuron N .

At time t, the JN−in(t) is added to the membrane voltage

VN (t) (multiplied by a dimensional constant equal to 1 Ω)

of the neuron N in order to update it [28], as shown in Equa-

tions 2:
{

JN−in(t) =
∑

M wN,M · JM (t) + bN

VN (t) = VN (t−∆t) + JN−in(t),
(2)

where ∆t is the time-step width. When VN (t) exceeds

some threshold (usually set to 0 for IF neurons), VN (t) is

reset and an output spike is generated by the neuron. In

particular, at every time t, in a ∆t interval, a neuron can

produce more than one spike.

2.4. Spiking neural network objectives

2.4.1 Energy per inference estimation

To estimate energy per inference we adopted the approach

exploited in KerasSpiking [8]. According to this method,



Figure 1. Flowchart showing the conversion of the VGG-16-based ANN convolutional block to an SNN convolutional block. From left

to right. First, the max pooling layers in the original network are replaced with average pooling, and the network is trained. Then, the

pooling layers are removed, and the preceding convolutional layer has its weights, kernel size, and strides altered accordingly, in order to

preserve the expected output consistency; this version is used for estimating the energy consumption of the ANN model. Finally, the ReLU

activations are replaced with spiking ReLU and a low-pass filter. The first convolution and activation in each block are repeated k times,

where k ∈ {2, 3}. The network is concluded with global average pooling and a dense layer classifier with softmax activation.

the total energy per inference is given by two main con-

tributions: the energy per synaptic operations: Es and the

Energy per neuron update: En.

Specifically, for a spiking model Es is the energy spent to

update the input current of a neuron by weighting the post-

synaptic currents from upstream neurons over the different

time-steps [32, 14]. It is reasonable to assume that no en-

ergy is spent on a synapse update in a time-step if no cur-

rent is provided as input. Because of that, for spiking mod-

els, Es can be reduced by decreasing the average neuron

firing-rates. On the contrary, for an artificial model, Es is

the energy required to linearly combine all the activations

from upstream neurons through weight multiplication. But

unlike for SNNs, ANN synaptic operations are only carried

out once per each connection to perform the inference.

En is the energy required to update the neuron’s activation.

For an artificial neural layer, it is the energy required to cal-

culate the activation on the input.

For a spiking neural layer, En is the energy required to up-

date the neuron by performing the membrane potential up-

dates and to generate the postsynaptic current. Thus, it is

reasonable to assume that En also includes the energy spent

on synaptic filtering.

En and Es were measured by adding the contribution of all

convolutional, and global average pooling layers. In partic-

ular, for each layer, we estimated

Es = Eo · S

En = Eu · U,

where Eo and Eu are respectively the energy per synaptic

operation and the energy per neuron update on the target

hardware platform, whilst the S and U are the number of

synaptic operations and neuron updates per inference.

The values of Eo and Eu provided in KerasSpiking, citing

[11, 26, 10], for the hardware platforms considered here.

For Central Processing Units (CPUs) and GPUs, the energy

required for a Multiply and ACcumulate (MAC) is used,

assuming that a MAC operation is required for a synaptic

operation and a neuron update. The values Eo and Eu for

the above types of hardware are summarised in Table 1.

The number of synaptic operations S(L) for a layer L was

estimated according to Equation 3:

S(L) =
∑

N

Sneuron · fin · T ·∆t, (3)

where Sneuron is the number of synaptic operations per neu-

ron, matching the average number of connection per neuron,



Device
Eo

[nJ]

Eu

[nJ]

CPU [11]

(Intel i7-4960X)
8.6 8.6

ARM [11]

(Cortex-A)
0.9 0.9

GPU [11]

(NVIDIA GTX Titan Black)
0.3 0.3

Spinnaker [26] 13.3 26

Spinnaker 2 [26] 0.45 2.19

Loihi [10] 0.02711 0.081
Table 1. Eo and Eu (in nanojoules) for the different hardware plat-

forms.

fin is the average spiking rate at the input layer of L, T is the

number of timesteps, ∆t is the time-step width, and the sum

is taken over all the neurons N in L. When L is a convolu-

tional layer, S(L) depends on the position of the neuron in

the layer. Indeed, if padding is used, neurons in the corner

have a lower number of input connections than the internal

ones. For the sake of simplicity, we assume that the number

of input neurons is uniform across all the neurons N of L,

leading to an overestimation of the energy required.

The number of neuron update per inference U for a layer

was estimated as in Equation 4:

U = |N |T, (4)

where |N | is the cardinality of the set N (i. e. the number

of neurons). For the artificial model, we take T = 1 and

fin = 1/∆t, making the energy independent of the values

of T and ∆t. For the spiking model, T and ∆t are produced

by the training procedure.

To estimate fin of each layer, we performed the inference

of the model on the 2700 test images, and we measured the

average value of the layers’ activations over the simulation

time. The average activation value of the input layer is used

for the first convolutional layer and the average low-pass

filter output is used for the remaining layers and the global

average pooling, which in turn is used to estimate the fin of

the final dense layer.

Note that our method relies on the assumption that synaptic

filtering is performed as the last operation for a neuron. As a

result, the output spikes of a neuron have different heights,

forcing the synaptic operation to be a MAC operation, in-

stead of only an accumulation. However, this also reduces

the frequency of synaptic operations thanks to the low-pass

filter.

Alternative implementations can exploit the synaptic filter

as the first or the second operation performed by a neu-

ron. Consequently, each neuron collects the spike current

trains having unitary height as input from the upward neu-

rons, which are then processed by the low-pass filter. This

way, synaptic updates require only to accumulate spikes,

but the frequency of synaptic operation is generally higher.

Both implementations are possible to realise on hardware,

with different advantages and drawbacks. In this work, we

assumed that only the first approach is used for all the hard-

ware platforms, even if they allow for the second approach

to be implemented as well.

Finally, it is necessary to point out that the method used

does not aim to provide the exact estimation of the energy

per inference, nor can it. Indeed, it does not consider ad-

ditional sources of power consumption such as the static

power contribution, networks on chip congestion, accesses

to off-chip memories, and other effects [8] that might sig-

nificantly affect the estimation performed. Instead, it wants

to be used as a tool to compare the different solutions de-

pending on the values of T , ∆t, and input preprocessing,

indicating which setting may lead to a higher gain in energy

efficiency when used in a real case scenario.

2.4.2 Spiking-aware training

Bearing these assumptions in mind, we have a new train-

ing objective for the network: energy efficiency. We aim

to reduce the spiking rate of the neurons and the temporal

resolution of the simulation while keeping the total simula-

tion length below some threshold. We initialise the network

as outlined in 2.3.2, setting T = 1 steps, τ = 0.1, and

∆t = 1s, where the latter two are trainable parameters, and

each τ is independent for each network node (i.e. during

the training they will start to diverge from 0.1 across the

layer). Note that setting the simulation length and resolu-

tion to one second does not mean that the entire inference

will only last a single second; rather it is the simulation time

per layer, meaning that each layer will be simulated sub-

sequently for 1s, and hence the entire inference takes 18s

(16s for the convolutional layers, and 1s for global pooling

and dense layers each). The network is then trained for 512

epochs, on batches of 1024 examples, using RMSProp op-

timizer with 3−5 learning rate (reduced by a factor of 10−1

after 128 epochs of no improvement in the validation loss).

We iterate the process, each time doubling the simulation

length T, and halving the number of training epochs, batch

size, the base learning rate (i.e. the value of the learning rate

in the previous iteration before any reduction on the valida-

tion loss plateau), and the learning rate decay patience. Our

target simulation length is T = 32 steps, and upon reaching

it, we stop the training. To increase the sparsity of the spik-

ing events, we also encourage the neurons to spike with a

frequency between 10-20 Hz by applying ℓ2 activity regu-

larization to the spiking activation layer. The regularization

penalty is chosen from {2 · 10−9, 10−9, 5 · 10−10}.



Figure 2. Representatives of each of the land-cover classed of the EuroSAT dataset, in RGB (top row), and after applying the (normalised)

Prewitt filter (bottom) row.

3. Results

We summarise the results in Figure 3 and Table 2. We

see that the drop in the classification accuracy is almost

10%, which not insignificant. However, the estimated

gain in energy efficiency as compared to a GPU is almost

sixteen-fold, which is very substantial.

Furthermore, the gain in energy efficiency is not only due to

the hardware properties but also because of the algorithmic

advancement. To illustrate it, we included a comparison to a

hypothetical implementation of the ANN on the Loihi chip,

assuming that an ANN might be inferred by using the same

Eo and Eu for spiking models. And even in this case, the

SNN consumes 1.43× less energy.

3.1. Input filtering

Brain-inspired computing is not limited to neuromorphic

hardware and spiking neural network. It also encompasses

neuromorphic sensors, such as event-based cameras, also

known as dynamic vision sensors (DVS), or silicon reti-

nas [18]. They are characterised by their asynchrony, low-

energy consumption, high dynamic range, latency, and spar-

sity. The latter is of particular interest to us. The DVS

only record (as a sequence of events) those pixels, where

a change of light intensity (above some predefined thresh-

old) occurred. This is normally caused by the motion (real

or apparent) of the observed objects against a background

of a different shade. That is, the information is registered

primarily on the edges.

In land-cover machine learning problems, based on Earth

observation data, the images are often composed of regions

of identical visual patterns, meaning that the boundaries of

these uniform patches contain the most pertinent informa-

tion. Furthermore, the feasibility of deploying a DVS in the

high-radiation hostile conditions of a space flight was re-

cently demonstrated in [38].

Now, to the best of the our knowledge, there exists no event-

based dataset of land-cover images, neither collected by on-

board sensors nor synthetic, so we cannot verify how well a

classification model would perform in this framework. Nev-

ertheless, we can simulate the information load, if not qual-

itatively, then at least quantitatively in terms of the number

of pixels that are being used as the input for the classifica-

tion pipeline. To that end, we preprocess the EuroSAT RGB

dataset by applying the (normalised) Prewitt filter to all the

images, discarding all the resulting values which are below

the 0.0078 threshold. That is, for all input images X, we get

the preprocessed image X
′ by the Equation (5):

X
′ := max

(

c
√

(G⊛X)2 + (G⊤ ⊛X)2, 0.0078 · 1

)

,

(5)

where

G :=
(

1 1 1
)⊤ (

1 0 −1
)

,

⊛ denotes 2-dimensional convolution operation, c is the

normalising constant, 1 is a tensor of ones with the same

shape as X, and the maximum is taken entrywise. This

effectively leaves us with the edges of regions of similar

colour and brightness, similar to what an on-board DVS

camera could record, due to its ego-motion.

As shown in Figure 2, We feed these modified images to the

VGG-16-based ANN, and conduct the training in the ex-

act same manner as described in 2.3.1. The network scores

90.19% of accuracy performance, which is understandably

lower than in case of the RGB images, because we have de-

graded the network input in some sense. We then proceed

to train this network in the spiking context, as described in

2.3.1. The final top accuracy that we get is 87.89%, which

is is higher than in the case of SNN without Prewitt filtering

of the input. This might be a stochastic coincidence, but it

is also possible that removing obsolete information from the

input acts like denoising, allowing the meaningful spikes to

propagate more easily. We can also gain more than twice

the energy efficiency, when compare to the SNN with un-

filtered input. The results are summarised in Table 2 and

Figure 3.



Hardware platform

Model Acc. (%) T ∆t Energy SpiNNaker SpiNNaker 2 Loihi CPU ARM GPU

ANN 95.07 Es 3.09195 0.10461 0.00630 1.99931 0.20923 0.06974

1 – En 0.01901 0.00160 0.00006 0.00629 0.00066 0.00022

(+ Prewitt) (90.19) Total 3.11096 0.10622 0.00636 2.00559 0.20989 0.06996

Es 2.06081 0.06973 0.00420

SNN 85.11 4 0.0381 En 0.07604 0.00640 0.00024

Total 2.13685 0.07613 0.00444

Es 2.12170 0.07179 0.00432

SNN 84.11 2 0.0626 En 0.03802 0.00320 0.00012

Total 2.15972 0.07499 0.00444

Es 1.56687 0.05301 0.00319

SNN 83.74 2 0.0663 En 0.03802 0.00320 0.00012

Total 1.60489 0.05622 0.00331

SNN Es 2.21900 0.07508 0.00452

+ 87.89 4 0.0403 En 0.07604 0.00640 0.00024

Prewitt Total 2.29504 0.08148 0.00476

SNN Es 0.97873 0.03312 0.00199

+ 85.07 1 0.0813 En 0.01901 0.00160 0.00006

Prewitt Total 0.99774 0.03472 0.00205

Table 2. The best models’ accuracy and energy consumption (in joules) per inference on selected hardware platforms. Values in italics are

hypothetical referenced values. Values in bold are the optimal experimental values for the SNN and SNN with Prewitt filter applied to the

input respectively. That is, the highest accuracy, the lowest simulation time (T ·∆t), and the lowest energy consumption per inference. All

the SNN models have the same architecture, and the difference in the performance levels results from different parameters’ initial values.

Figure 3. Distribution of trained model’s accuracy against the energy consumption (in joules) per inference (log scale). Best to be viewed

in colour. The size of the dots corresponds to the duration of the simulation (T · ∆t), which tends to stay close (standard deviation

σ = 0.0308) to the mean value µ = 0.1369s. Note that the implementation of the SNN on the Loihi chip remains more energy efficient

than an implementation of the ANN on a hypothetical chip with the same MAC energy consumption as Loihi.



4. Discussion

This work offers a preliminary investigation of the en-

ergy efficiency of SNNs models for static images scene clas-

sification problems. As stated in Section 2.4.1, the method-

ology used for energy estimation relies on strong assump-

tions on the implementation of neuron models and neglects

some other energy contribution factors that might signifi-

cantly affect the estimated results presented in Section 3.

However, it is not uncommon in the literature to use the

number of synaptic operations and floating-point operations

as proxies of the energy consumption for spiking [32, 14]

and artificial models’ [4] operations. Therefore, despite the

impreciseness of the values of the energy per inference, the

proposed method can be considered as a valid theoretical

solution to benchmark ANNs and SNNs for land cover and

land use scene classifications. In that respect, results pro-

vided in Section 2.4.1 should encourage future research on

the use of SNNs for image classification, given the promis-

ing energy efficiency demonstrated by these algorithms in

our benchmark. Furthermore, the study also suggests the

values of T and ∆t giving a clue about the best trade-offs

between accuracy and energy efficiency.

Consequently, we intend to continue this work in the future

by deploying to the models on neuromorphic hardware, en-

abling us to perform more accurate measurements, which

might be used to validate the results conjectured in this pa-

per, and, shall the result of this investigation be positive,

consider the deployment of an SNN on an on-board neuro-

morphic platform. In addition, we also plan to extend the

benchmark to modern hardware accelerators for edge infer-

ence of ANN models, such as Myriad 2 [35], which was

already exploited to accelerate ANN models on board EO

satellites [20].

Another limitation of the presented work relates to the use

of the VGG-16 model, whose performance lags behind the

state-of-the-art-models [24]. This is due to the requirement

to avoid skip connections, max pooling, alternative activa-

tion functions for which the corresponding spiking imple-

mentations are less straightforward. None the less, future

works will hopefully also extend its scope to more sophisti-

cated networks, which may further reduce the accuracy and

energy-efficiency trade-offs.

Finally, another contribution of the work is the exploration

of potential benefits of the proposed preprocessing strat-

egy, i.e. quantisation and Prewitt filtering. Such prepro-

cessing enables both an increase of the accuracy and the

energy efficiency, by ensuring a high sparsity of the in-

put. These potential advantages might be due to the typ-

ical structure of the data of scene classification. Indeed,

the presence of rivers, fields, and other vegetation in the

image leads to mostly uniformly colored areas, whose in-

formation is condensed in the edge by the preprocessing

pipeline. In particular, it shall be noted that the energy spent

to implement the preprocessing is not included in the esti-

mated energy consumption per inference. This is due to the

fact that in the real-world implementations additional con-

volutional preprocessing operations might be performed on

the input data, in which Prewitt filtering might be included,

thus not increasing the overall energy consumption. Also,

in the future the static data may be replaced by dynamic

senors’ output [18], resulting in the information workload

similar to gradient preprocessed input, but with no need to

perform any additional filtering operations. Otherwise, the

additional energy budget for Prewitt filtering must be added

to the estimates shown in Table 2.

5. Conclusions

In this paper, we presented a theoretical investigation of

the potential energy consumption benefits of the SNNs for

on-board AI applications, focusing on the scene classifica-

tion case study. Accordingly, different ANN/SNN models

were trained and compared in terms of energy efficiency and

accuracy trade-offs on the EuroSAT RGB dataset. Further-

more, a preprocessing pipeline including Prewitt filtering

and input quantisation is proposed, leading to an improve-

ment of said energy accuracy concessions.

Despite the inaccuracy of the suggested energy estimation

method, the preliminary results show that the use of SNNs

might ensure potential benefits in terms of energy efficiency

for this particular application with limited loss of accuracy,

which should encourage future research involving the de-

ployment of these models on neuromorphic hardware.
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