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Abstract

Vehicle re-identification has the objective of finding a

specific vehicle among different vehicle crops captured by

multiple cameras placed at multiple intersections. Among

the different difficulties, high intra-class variability and

high inter-class similarity can be highlighted. Moreover, the

resolution of the images can be different, which also means

a challenge in the re-identification task. Intending to face

these problems, we use as baseline our previous work based

on obtaining different deep learning features and ensem-

bling them to get a single, stable and robust feature vector.

It also includes post-processing techniques that explode all

the information provided by the CityFlowV2-ReID dataset,

including a re-ranking step. Then, in this paper, several

newly included improvements are described. Background

and orientation similarity matrices are added to the sys-

tem to reduce bias towards these characteristics. Further-

more, we take into account the camera labels to penalize the

gallery images that share camera with the query image. Ad-

ditionally, to improve the training step, a synthetic dataset

is added to the original one.

1. Introduction

Vehicle Re-identification (Vehicle reID) is a computer

vision task whose relevance has been increasing during the

last years due to the growing emergence of smart cities that

make use of this technology. Moreover, it is gaining promi-

nence in Intelligent Transport Systems (ITS) since this new

technology allows, for example, obtaining knowledge about

the traffic flow, which makes it possible to adapt the traf-

fic lights or provide useful information to the autonomous

driving field [26]. The main objective of these systems is

to identify a particular vehicle (query) recorded by a cam-

era among a set of gallery images that have been recorded

by different cameras. Ideally, the result is a ranked list in

which the first images have the same identity as the query

image. However, the ReID task is composed of different

challenges. Firstly, the small variability between different

vehicles is notable due to their similar orientation, colour or

model, among other characteristics. In fact, similar back-

ground and orientation often generate a severe bias on the

final distance matrix, since it reduces the distance between

different vehicles. At the same time, there is a large variabil-

ity between frames of the same vehicle because of different

illumination conditions, resolutions or points of view. Fur-

thermore, the number of labelled images is limited, which

can lead to poor results. However, the creation of synthetic

datasets with a large number of images and labels, such as

VehicleX [23], helps to reduce this problem.

Regarding this information, we base the work presented

in this paper in [14], which consists of a feature ensembling

method that uses four feature vectors: three features are ob-

tained from three different appearance extraction networks

[12], whilst the fourth is the output of another extraction

network [11, 1] that combines appearance and structure in-

formation. Then, they are concatenated to obtain a more

discriminant and robust single vector. To avoid possible er-

rors, a post-processing step is carried out, which includes a

re-ranking technique and the use of tracking information.

The work presented in this paper proposes to add several

additional techniques to the baseline system to improve the

results. Firstly, we propose to follow the idea included in

[30] which consists of using a convolutional neural network

to obtain orientation and background features. By using

them, orientation and background distance matrices are cal-

culated to reduce the network bias towards these two char-

acteristics. Moreover, we explode the idea that a query im-

age and the correct candidates can not have been recorded

by the same camera. Finally, a synthetic dataset is added to

improve the training step.

The main dataset is CityFlowV2-ReID, which is a subset

of CityFlow [19]. It consists of 3.58 hours of synchronized



HD videos from 46 cameras across 16 intersections with a

maximum distance between cameras of 2.5 km. In total,

it contains 200k annotated bounding boxes with different

characteristics such as viewing angles or vehicle models. In

particular, CityFlowV2-ReID contains a total of 85058 im-

ages of which 52717 are part of the training set, 31238 are

part of the test set and, finally, the query set is composed

of 1103 images. In total, there are 440 identities for both

test and training sets. As commented before, in addition to

CityFlowV2-ReID, we introduce the use of VehicleX [23]

to increase the training set. It is a synthetic dataset com-

posed of 192150 images that, apart from cameraID and ve-

hicleID, has available numerous labels such as orientation,

colour or type.

The paper is organized as follows. After this introduc-

tory section, Section 2 describes the related work and Sec-

tion 3 provides a full explanation of our approach. Then,

section 4 includes the experimental evaluation description

and results provided by the 2021 AI City challenge server

[15] and our evaluation environment. Finally, the conclu-

sions are stated in Section 5.

2. Related Work

Object re-identification has gained a lot of popularity

during recent years due to its important role in some fields.

In particular, numerous works have focused on person ReID

due to its importance in some areas such as group behaviour

analysis [20], or long-term person tracking [4], among oth-

ers. These researches have served as a basis for other ob-

ject re-identification techniques, e.g. vechicle-ReID. For

instance, [29] has had an important role in the progress of

ReID systems due to its proposal of a re-ranking method

which has subsequently been used numerous times. More-

over, [9] introduces a triplet loss variant which has been

notable because of its successful results. As a consequence,

other researchers have based their methods on it. Finally,

another notable work is [28], which proposes a learning

framework that joins the ReID learning and data genera-

tion end-to-end. However, vehicle ReID is still a challeng-

ing task because of the intra-class and inter-class difficulties

caused by vehicles orientation, illumination or resolution

changes, among others.

The following subsections cover the related work regard-

ing the techniques used in our proposed ReID system.

2.1. Re­identification features

The increasing success of deep learning has contributed

to making the convolutional neural networks one of the

most widely used schemes. In fact, [30, 26, 8] have

achieved top results in the current state of the art by exploit-

ing different deep learning techniques. One of the main ad-

vantages these methods have is the resulting features, which

are more discriminant than the traditional extractors.

Depending on the input to the system and the informa-

tion to be obtained, the ReID approaches can be classi-

fied into two groups, image-based and video-based. Image-

based methods obtain features without taking into account

temporal information. In this line of work, [12] makes use

of DenseNet121 [10] to extract different features related to

appearance. The features depend on the configuration of

the network which varies between the use of label smooth-

ing regularization (LSR) [18] and triplet loss with hard or

soft margin [9]. Additionally, [30] trains a convolutional

neural network to obtain appearance, background and ori-

entation features. It is also important to mention that in or-

der to get more discriminant vectors, other works propose

the utilisation of vehicle keypoints. For example, [11] infers

orientation information by extracting 36 keypoints through

the method described in [1].

On the other hand, video-based techniques obtain the

features from video clips, i.e., a set of consecutive images

of the same vehicle. It includes temporal information which

contributes to face some challenges such as scale variations.

Some researches, like [6], test the application of tempo-

ral pooling and temporal attention models. On the basis of

these proposals, [11] proposes a viewpoint-aware temporal

attention model that uses deep learning features extracted

from video clips. Another notable work is [24], which intro-

duces the integration of a top-push distance learning model

(TDL) for matching video features. Finally, a Spatial and

Temporal Attention Pooling Network (ASTPN) is presented

in [22].

This variety of possibilities leads to several works that

propose to generate different features and ensemble them.

Feature ensemble is a technique that is a widely utilised

method in the ReID field. It consists of combining the re-

sulting features from different extractors to obtain a more

discriminative and robust representation. A great number

of works take advantage of this technique [27, 26, 12]. In

particular, [27] proposes to ensemble different features ex-

tracted from eight trained models. Based on this scheme,

[26] proposes the ensemble of twelve features. Finally, as

commented before, [12] obtains three different features that

are also ensembled.

2.2. Camera and Orientation ReID

As commented before, deep learning techniques are be-

ing extensively used in the ReID tasks. However, the func-

tioning of these methods can lead to bias issues. In partic-

ular, [30] has shown that networks often learn information

that can result in subsequent errors. For example, if images

contain a high amount of background, this information will

be encoded in the feature vectors. Thus, it can cause the

network to identify two different vehicleID as the same be-

cause they have similar backgrounds and, therefore, similar

features. Analogously, this also happens with the orienta-



tion of vehicles. Due to these facts, [30] proposes to train a

network focused on orientation and background to prevent

this bias from appearing in the results.

2.3. Re­Ranking

The re-ranking step is a post-processing method used to

improve the initial ranking without needing any additional

training. Specifically, it consists of re-estimating the dis-

tances between the query and the gallery images by taking

into account the likeness of their neighbourhood. This idea

comes from the fact that the similarity between two images

should not only be calculated by the distance between them,

but also by the distance between their neighbours. Based on

this statement, [2] proposes to encode in a vector the local

distribution of an image and compare it with another im-

age by using the Jaccard distance. Besides, [13] applies the

idea that a true match should be similar to the query image

in different baseline methods. Another remarkable work is

[17], which introduces a re-ranking technique based on the

k-nearest neighbours of the query. Based on these ideas,

[16] applies the re-ranking by accumulating the distances

of the immediate two-level neighbours for a pair of images.

Moreover, a notable method used during the last years is

the one proposed by [29], which exploits the k-reciprocal

nearest neighbours concept. Two images are k-reciprocal

nearest neighbours if both of them are in the top rank (top-

k) when the other image is the query. Following this idea,

they encode this information in a vector and then they cal-

culate the Jaccard distance between them. Works such as

[26, 30, 8], which have achieved remarkable results, make

use of this proposal.

3. Proposed Method

The aim of this section is to give a detailed description of

the proposed method for vehicle ReID, which is represented

in Figure 1.

Firstly, regarding the baseline system [14], we can di-

vide the system into two main groups, the image-based,

which works with individual frames, and the video-based,

whose input is a set of consecutive images of the same vehi-

cle. Specifically, the image-based group consists of a CNN

(Convolutional Neural Network) with three different config-

urations while the video-based block includes a CNN mod-

ule and a keypoint and structure estimator. The test step

infers the four feature vectors (image and video-based) for

all the images. Then, they are concatenated to obtain a more

robust vector, and, to refine it, query expansion and tempo-

ral pooling are carried out. Once we have the final features,

it is possible to calculate the distances between query and

gallery images. Finally, a re-ranking step and the use of the

trajectory information provide the final results.

Then, this work proposes new enhancements. Firstly, we

add the VehicleX dataset [23] to the training set to train the

commented networks. Besides, in order to face the intra-

class variability and the inter-class similarity, we penalize

the gallery images that share the recording camera with the

query image, since it is a scenario that is not possible in

vehicle ReID. With the same objective, we penalize the ini-

tial distances using orientation and background features to

avoid possible bias towards these characteristics. This ad-

ditional information is obtained through the use of another

CNN block [30].

3.1. Feature Extraction

3.1.1 Image-based feature extractors

Following [14] and [12], the chosen network for this task

is DenseNet121 [10] which has been trained with ImageNet

[3]. In particular, triplet loss and cross-entropy loss are used

to train this feature extractor. As commented before, this

block outputs three different features that depend on differ-

ent variations of the loss functions. Specifically, all of them

include label smooth regularisation (LSR) [18] and triplet

loss that varies between the use of hard or soft margin [9].

Another difference is the utilization of Jitter augmentation

[12], a data augmentation technique.

3.1.2 Video-based features extractor

This part of the system receives as input a set of images

of the same vehicle that are consecutive in time ( track in-

formation file) with the objective of representing the spatial

structure of a vehicle. It uses ResNet50 [7], a convolutional

neural network trained on ImageNet [3], to get appearance

features. As commented before, the appearance information

is not enough to perform vehicle ReID properly. Due to this

fact, it is proposed to obtain also structure features. Based

on the ideas explained in [1] and [11], 36 vehicle keypoints

are located to define 18 vehicle orientation surfaces, which

allows inferring the orientation of the car. One example is

shown in Figure 2, where the yellow arrow indicates the

driving direction [11]. Then, both appearance and structure

information are concatenated following a temporal attention

model [11]. The resulting video feature is calculated for all

the gallery video clips and query images (video clip with a

single image). Concerning the training step, it is proposed

to use triplet loss with hard margin and cross-entropy. Sim-

ilar to the previous section, this block is part of [14].

3.2. Feature Ensemble

This block consists of the concatenation of the four dif-

ferent features provided by the image-based and the video-

based extractors. To concatenate them, it is necessary to

normalize the vectors using L2 normalization [14].



Figure 1. Proposed system overview. It is based on [14]. It is composed of two extraction blocks. The image-based module extracts the

appearance features with different configurations while the video-based module extracts appearance and structure data by using temporal

information. Then, all the features are ensembled followed by query expansion and temporal pooling. Afterwards, a post-processing

module performs several techniques: firstly, it includes camera verification to avoid false negatives; in parallel, orientation and background

similarity matrices are obtained to apply them as penalty to the distances matrices; and, finally, a re-ranking step and the trajectory

information are applied.

Figure 2. Example of vehicle keypoint detection and surfaces and

direction estimation. [11].

3.3. Query Expansion and Temporal pooling

This section explains the methods incorporated to im-

prove the feature representation. With this purpose, and as

proposed in [14], we apply query expansion and temporal

pooling.

• Query expansion. This method aims to improve the

representation of the query images. It consists of using

DBSCAN, a clustering method [5], to find the most

similar samples. Then, the query vectors are replaced

by the mean of the vectors that are in the same cluster.

To improve the results, the images with low resolution

are not involved [26].

• Temporal Pooling This module intends to improve

the gallery representation. Taking into account the

trajectory information (Track information file), the

gallery ensembles are replaced by the average calcu-

lated between the T-1 consecutive image vectors [12].

3.4. Post­processing

• Background and Orientation penalty. Following the

scheme explained in [30], we propose to obtain orien-

tation and background distances between images. The

reason for this is that sometimes ReID methods iden-

tify two identities as the same because they have the

same orientation or background, i.e., they could im-

ply a bias. Therefore, to reduce it, we use RECT-Net,

a network proposed in [30]. It consists of a combina-

tion of ResNet, with Generalized-mean Pooling, Circle

loss and Triplet loss. Moreover, to improve the train-

ing, [30] proposes to augment the training data. Then,

a weakly supervised detection method is applied to ob-

tain images with a more tightly cropping of the vehi-

cle. This process doubles the dataset since the network

is trained with both original and cropped sets.

Background distance matrix. To obtain this infor-

mation, we train RECT-Net [30] with the cameraID as

labels since the background is directly related to the

recording camera. After doing this, we obtain feature



vectors that encode the background information. Then,

the background distances are calculated using the co-

sine distance.

Orientation distance matrix. Similar to the back-

ground, this module has as objective to remove the

orientation bias. As before, RECT-Net [30] is trained

with the orientation as labels. Since the CityFlowV2-

ReID dataset [19] does not include this information, it

is necessary to train it with VehicleX [23], a synthetic

dataset that has orientation labels available. The an-

gles (0-360) are divided into 36 bins, where each one

is a different label [30]. Again, once the features are

obtained, it is possible to compute the orientation dis-

tance (cosine distance) between vehicles.

Then, these matrices are used as penalty to get the final

distances between images. After several experiments,

we conclude that the best trade-off to apply the penalty

is as indicated in eq.1. The initial distance matrix is

indicated by di while df is the final distance matrix.

The background and orientation distance matrices are

db and do, respectively.

df = di + 0.05db + 0.05do (1)

• Camera verification. This step has as objective to

improve the results by using the camera information.

Specifically, it is proposed to make use of the fact that

if two vehicles have been recorded by the same cam-

era, they can not be the same ID [26]. Therefore, the

similarity between vehicles that have the same camera

label is set to 0. In fact, there is a relation between

this step and the background bias removal. The ve-

hicles that are recorded by the same camera have the

same background, so this step contributes to avoiding

the background bias.

• Re-ranking with k-reciprocal encoding. As com-

mented before, the re-ranking step is a post-processing

method that aims to improve the initial ranking. We

propose to use the idea explained in [29], which states

that if a gallery image is close to the query image in

the k-reciprocal nearest neighbours, it is more likely to

be a true positive [14].

• Trajectory information. This step prevents the sys-

tem from including some false positives in the final

top-100 ranking by using the tracking information pro-

vided by CityFlowV2-ReID [19]. Following [14], the

tracks are sorted depending on their first appearance

in the top-100 candidates. Then, all the track images

are added to the final ranking until the top-100 list is

completed.

4. Experimental Validation

This section shows and analyses the results obtained with

the proposed ReID scheme in the evaluation system pro-

vided by the 2021 AI City Challenge [15]. Additionally,

it includes the performance estimated by our own evalua-

tion method which has guided the development of the ReID

proposal.

4.1. Dataset

This section describes the datasets that have been part of

our study. Firstly, the main dataset is CityFlowV2-ReID

dataset, which is a subset of CityFlow [19]. It contains

85058 images collected from 46 cameras where 52717 are

part of the training set and 31238 constitute the test set. In

total, both sets contain 440 identities. Besides, 1103 images

are employed as queries. The training set includes vehicle

and camera labels annotated, whereas the test and the query

sets contain only the camera labels.

Moreover, the dataset provides trajectory information for

both training and test sets. Specifically, this information

consists of a file that contains all the tracks. A track in-

cludes images of the same vehicle captured by one camera.

Since the camera labels are included in both sets, it is possi-

ble to know which camera has recorded each of the tracks.

In addition, this information indicates that there are 2173

trajectories in the training set and 991 in the test set.

Finally, the challenge also provides a synthetic vehicle

dataset generated by VehicleX [23]. It is a labelled dataset

that includes a total of 192150 synthetic images that belong

to 1362 identities. Apart from the camera and vehicle la-

bels, the colour, orientation, type, light direction, light in-

tensity, camera height and camera distance are also anno-

tated.

4.2. Parametrization

The proposed methods have been trained in a NVIDIA

GeForce GTX 1080Ti with a GPU RAM capacity of 11 GB.

Moreover, the processor is a Xeon 4114 with 32 GB RAM

Memory.

As proposed in [14], the appearance features re-

sulting from the image-based block are extracted using

Densenet121 [10] pre-trained on ImageNet [3]. A mini-

batch SGD and a learning rate of 0.0001 are used to train

80 epochs and the input images are resized to 256x256. The

video-based block also utilizes ResNet50 [7]. It is trained

during 305 epochs and it applies the Adam optimizer with a

learning rate of 0.0001. The images are resized to 224x224.

The orientation and background features are extracted

from RECT-Net [30], which uses ResNet50-IBN-a [21],

pre-trained on ImageNet [3], as backbone. Both models are

trained during 12 epochs with a learning rate that decays

from 3.5e-4 to 7.7e-7. The model employed to crop the im-

ages uses the same configuration. The orientation model is



trained with VehicleX [23] and the background model with

CityFlowV2-ReID dataset [19]. Moreover, regarding the

camera verification step, the similarity between images that

share camera is set to 0.

Finally, according to [14] and [11], the parameter T, used

in temporal pooling, is set to 6. Similarly, the parameters

involved in DBSCAN [5] are those proposed by the authors.

4.3. Experimental results

This section covers all the results obtained for all the ex-

periments that have been carried out to analyze the perfor-

mance of the proposed algorithm. The evaluation is based

on two metrics: the mean Average Precision (mAP) [25]

and the Cumulative Matching Curve (CMC). Regarding the

CMC, the rank-1, rank-5, rank-10, rank-15, rank-20, rank-

30 and rank-100 are also indicated. The evaluation is di-

vided into the results provided by our evaluation method,

which has been our main reference during development, and

the AICITY21 challenge online server [15].

• Proposed evaluation system. As mentioned be-

fore, CityFlowV2-ReID is a subset of CityFlow [19].

Specifically, CityFlowV2-ReID test set is part of the

validation set of CityFlow for multi-target multicam-

era vehicle tracking task. Then, it has all the neces-

sary annotations to create our evaluation environment.

To do this, we have compared the gallery and query

images with the CityFlow validation set. However,

CityFlowV2-ReID includes some cameras which are

not annotated. Therefore, to evaluate properly the per-

formance, we create a subset of query and gallery im-

ages without the samples recorded by the missing cam-

eras. It is important to note that due to this fact the re-

sults are slightly different from those provided by the

challenge server. However, they are a good reference

for knowing how the system works.

• 2021 AI City Challenge evaluation server. This

server is provided to the challenge participants to allow

them to evaluate their methods and compare them with

the top-3 candidates. It is allowed to submit a maxi-

mum of 5 results per day up to a total of 20 results for

the entire challenge. During the challenge, the results

are evaluated over 50% of test data. Once the deadline

is reached, the results achieved with 100% of the test

data are shown.

4.3.1 Proposed evaluation system

Table 1 shows the results evaluated in our own evaluation

system. To gain knowledge about the contribution of the

different proposals, each row shows the result obtained by

applying the different blocks included in the scheme illus-

trated in Figure 1. “Feature-1”, “Feature-2” and “Feature-

3” correspond to the three possible combinations of the ap-

pearance extractor. Similarly, “VideoFeat” corresponds to

the feature extracted from the video-based scheme.

Concerning the performance of the baseline (white

rows), the first noticeable result is that the ensemble of the

four vectors (Ensemble 1-2-3 + VideoFeat), means an in-

crease of 12.24% over the result of the best feature (Feature-

3) and 3.42 % over the appearance ensemble (Ensemble 1-

2-3). Moreover, adding to the ensemble the trajectory infor-

mation increases the mAP to 0.3772.

Regarding the new proposals (grey rows), “Orientation”

and “Background” refer to the use of the orientation and

background distance matrices. It is demonstrated that ap-

plying both matrices (mAP = 0.4671) increase the result by

23.83% compared to the previous result achieved with the

baseline (mAP = 0.3772). Besides, “Camera” refers to the

result obtained by adding to the baseline the camera veri-

fication step. It is possible to check that its utilisation in-

creases the mAP to a value of 0.4611. Finally, the applica-

tion of the complete scheme increases the result up to mAP

= 0.5108.

A visual result is represented in Figure 3. The upper rows

illustrate the result achieved with the whole scheme while

the lower rows show the result obtained by using the initial

baseline [14]. This example illustrates the commented ori-

entation bias since we can check how the baseline selects

incorrectly, as a top-1 candidate, a vehicle that has the same

orientation as the query. However, the proposal made in this

work demonstrates to solve this problem, since, as we can

see in this example, it avoids this bias.

4.3.2 Online evaluation server

Finally, this section provides the results obtained with the

challenge evaluation server [15]. Firstly, Table 2 shows the

results achieved with different combinations of the propos-

als. ”Baseline” refers to the reference system [14] without

the addition of tracking information. “Camera”, “Orienta-

tion” and “Background” indicate the application of the cam-

era verification step and the orientation and background ma-

trices, respectively. It is shown that, in coherence with our

evaluation system, each of the proposed blocks improves

the baseline score while the combination of all of them gives

the best output. Finally, the addition of tracking information

leads to the most successful outcome (0.4900).

Moreover, Table 3 provides the final ranking. The first

three positions, our proposal and the last position are shown.

It can be seen that the system proposed in this paper has

finally obtained the 16th position.



Figure 3. Example of the visual results for the proposed ReID system. The image on the left is the query while the images on the right are

the candidates. The lower rows are the results obtained with the baseline. Then, the upper rows are the results of applying the proposed

enhancements. Green boxes represent true positives and red boxes false positives.

Rank-100 mAP CMC-1 CMC-5 CMC-10 CMC-15 CMC-20 CMC-30 CMC-100

Feature-1 0.3140 0.5523 0.5683 0.6003 0.6074 0.6394 0.6678 0.8721

Feature-2 0.2684 0.5079 0.5328 0.5506 0.5577 0.5630 0.6021 0.8223

Feature-3 0.3201 0.5435 0.5559 0.5772 0.5843 0.6003 0.6518 0.8632

VideoFeat 0.2090 0.3161 0.3179 0.3214 0.3374 0.3658 0.4049 0.5488

Ensembe 1-2-3 0.3474 0.5541 0.5541 0.5612 0.5719 0.5879 0.6447 0.8206

Ensembe 1-2-3 + TrackInfo 0.3680 0.5541 0.5541 0.5612 0.5630 0.5719 0.6074 0.7388

Ensembe 1-2-3 + VideoFeat 0.3593 0.5310 0.5346 0.5541 0.5683 0.5825 0.6447 0.8170

Ensembe 1-2-3 + VideoFeat + TrackInfo 0.3772 0.5310 0.5346 0.5435 0.5523 0.5612 0.6039 0.7548

Ensembe 1-2-3 + VideoFeat + Background 0.4470 0.6447 0.6554 0.6660 0.6802 0.6944 0.7655 0.8969

Ensembe 1-2-3 + VideoFeat + Orientation 0.3984 0.5825 0.5914 0.6056 0.6145 0.6287 0.6909 0.8490

Ensembe 1-2-3 + VideoFeat + Orientation + Background 0.4671 0.6660 0.6714 0.6802 0.6909 0.7069 0.7655 0.9236

Ensembe 1-2-3 + VideoFeat + Camera 0.4611 0.6625 0.6731 0.6891 0.7015 0.7087 0.7602 0.9147

Ensembe 1-2-3 + VideoFeat + Orientation + Camera 0.4806 0.6802 0.6980 0.7033 0.7140 0.7264 0.8046 0.9253

Ensembe 1-2-3 + VideoFeat + Background + Camera 0.4871 0.6856 0.6944 0.7033 0.7122 0.7211 0.8099 0.9342

Ensembe 1-2-3 + VideoFeat + Camera + Orientation + Background 0.4956 0.6927 0.7033 0.7104 0.7282 0.7388 0.8081 0.9449

Ensembe 1-2-3 + VideoFeat + Camera + Orientation + Background + TrackInfo 0.5108 0.6927 0.6962 0.6980 0.7069 0.7087 0.7495 0.8650

Table 1. Table of results obtained with the proposed evaluation environment. Grey rows are related to the contributions of this work while

white rows are part of the baseline [14]. Bold refers to the best performance per metric.

5. Conclusions

This paper proposes a vehicle ReID system based on our

previous year proposal. The baseline consists of a feature

ensembling method that combines image-based and video-

based features. Image-based features are focused on the ap-

pearance of the vehicles while video-based features com-

bine appearance with structure information. Then, it ap-

plies query expansion and temporal pooling followed by a

post-processing step which includes a re-ranking. Among

the new proposals, we include a synthetic dataset [23] in

the training set to improve the training by increasing the

number of labelled images. Moreover, a penalty is applied

on the gallery images that are taken with the same camera

as the query image. Besides, background and orientation

distance matrices are generated and applied as penalty to

avoid the possible bias towards these characteristics. It has

been demonstrated that the combination of all these propos-

als outputs the best result compared with different combi-

nations of the individual blocks. As a result, this proposal

has achieved the 16th position in the challenge out of a to-

tal of 30 participants. As future work, it is suggested to

make use of the available labels that are not used, such as

colour or type, to continue solving several challenges. The

use of other feature extractors and different deep learning

techniques could also be beneficial to the system. Finally,

we also think that an improvement of the synthetic images

could lead to better training and, then, to better results.



Score

Baseline 0.3240

Baseline + Camera 0.4002

Baseline + Orientation 0.3459

Baseline + Background 0.3653

Baseline + Camera +

+ Background
0.4033

Baseline + Camera +

+ Orientation
0.4099

Baseline + Orientation +

+ Background
0.3868

Baseline + Orientation +

+ Background + Camera
0.4172

Baseline + Orientation +

+ Background + Camera +

+ TrackInfo

0.4900

Table 2. Table of results provided by the challenge server [15].

Ranking Team ID Score

1 47 0.7445

2 9 0.7151

3 7 0.6650

16 54 0.4900

30 163 0.1121

Table 3. Final ranking of the challenge [15] ( City-Scale Multi-

Camera Vehicle Re-Identification ). Bold indicates the final result

of our proposal.
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