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Abstract

Natural language-based vehicle retrieval system makes

controlling a city-scale traffic system easy to maintain and

adaptable to changing requirements. It provides a conve-

nient means in managing traffic flows or detecting acci-

dents related to a specific vehicle. Such a system is different

from most query-based video retrieval systems because the

language for traffic situations and visible objects in traffic

video streams are limited. Existing techniques for language-

based general video retrieval problems measure the simi-

larity between language representations and video repre-

sentations. Our system focuses on several features that can

distinguish vehicles from others. Particularly, our proposed

vehicle retrieval system defines a set of features that can dif-

ferentiate a vehicle from others and calculates the similar-

ity between queries and video frames based on the features.

The proposed technique places our approach in the third

place in the 2021 AI City Challenge.

1. Introduction

One of the main functions of smart cities is to man-

age traffic flows using their widely available resources. To

make use of the advanced technologies in smart vehicles,

it is desirable to observe and analyze traffic flows so that

the collected information is reported to a control center in

real time. Vehicle retrieval is a fundamental task in build-

ing such a system. To facilitate the task of identifying vehi-

cles in a city-scale traffic system, natural language itself has

been foreseen as a desirable form of input to a system. It is

not difficult to imagine a various range of applications once

such a query based vehicle retrieval system is developed.

Some examples are a traffic control system adjusting itself

to optimize traffic flows or a system that can trace a vehicle

related to crime.

There have been many fruitful results in natural

language-based video retrieval techniques [1, 5, 7, 9, 16].

However, the problem of natural language-based vehicle re-

trieval has unique challenges, distinguished from the tradi-

tional natural language-based video retrieval problem. The

challenges are due to the limited context for traffic flow.

For example, there are meaningless sound and few kinds

of objects in a vehicle video stream. In addition there are

a limited number of words used in natural language. As a

result, to specify a vehicle track by queries, it is required to

analyze video frames along with other information like the

visual-location.

Figure 1. Problem definition

In this paper, we present our solution for the vehicle re-

trieval problem using queries with the dataset of the 2021

AI City Challenge. In the track 5 dataset of the challenge,

each target vehicle has its frame information, a bounding

box in the corresponding frame, and three different anno-



tations describing the vehicle in the frames. Given queries

of a vehicle, the retrieval model ranks the vehicle tracks as

shown in Figure 1. In tackling the challenge, the following

are the main contributions of this paper:

• To match a vehicle target and its three different

corresponding queries, we proposed a deep learning

network that employs a loss function with multiple

ground truth.

• To extract vehicle movement features such as making a

left/right turn or stopping at an intersection, we devised

a movement analysis technique based on obtaining the

position of a target vehicle and inspecting its velocity

vector.

• The framework can successfully detect preceding and

following vehicles by checking the objects on the tra-

jectory.

• The variable weighting technique is a simple, yet pow-

erful method as is demonstrated in the challenge.

2. Related Work

Diverse research on video-language retrieval has ap-

peared rapidly as the neural networks have been developed

actively. The latest studies on the video retrieval with lin-

guistic description are reviewed briefly in Section 2.1.

The AI City Challenge [17, 18, 19, 20] has promoted

numerous studies related to deep neural networks for intel-

ligent transportation system since 2017. Our approach for

vehicle retrieval is highly relevant to several algorithms and

techniques from these studies. Section 2.2 introduces the

previous works.

2.1. LanguageVideo Retrieval

A Video includes various features such as motion, au-

dio, appearance, face, speech, etc. Such features could be

extracted by well-known, pre-trained models. Liu et al. [16]

retrieves videos based on the similarity between text repre-

sentation and the feature representations from the various

pre-trained models. MMT (Multi-modal Transformer) [9]

employs transformers to understand contextual information.

Two different BERT architectures [5] embed the captions

and the sequences of the features individually. MDMMT

model (Multidomain Multimodal Transformer) [7], a suc-

cessor of the MMT, improves the performance with deeper

BERT and promising motion extraction from videos.

Bain et al. [1] proposes an encoder for both images and

videos with ViT [6] and Timesformers [2]. The joint learn-

ing with both images and videos enables video-language re-

trieval with a ‘frozen’ snapshot of a video. ClipBERT [14]

sparsely samples a few clips in a video. This method brings

the effect of data augmentation in training step. Due to the

sparsity, it is possible to apply cross-modal models on each

sample and results in well-performed text-to-video retrieval.

2.2. CityScale Vehicle Tracking

The AI City Challenge has presented various city-scale

computer-vision problems for intelligent transportation sys-

tem. To solve these problems, one of the fundamental ap-

proaches is to track vehicles. Several techniques and algo-

rithms for vehicle tracking in common use are shortly cov-

ered in this Section.

Feature extraction Prominent convolutional neural net-

works are commonly used to extract features for vehicle

detection, classification or re-identification. VGGNet [23]

shows deep networks made of simple convolution layers

perform well for feature extraction. The improvement, how-

ever, might not be significant as the depth of the networks

because of gradient vanishing/exploding and degradation.

ResNet [12] has introduced the residual architecture, solved

the problems and made it possible to build efficient, deeper

models. DenseNet [13] adds novel concept, dense connec-

tivity. Still, the ResNet has an issue of information vanish-

ing over passing through many layers. The DenseNet di-

rectly connects all layers to all subsequent layers. Due to

the densely connected structure, the number of parameters

decreases and back-propagation is more effective.

Object detection Existing object detection algorithms

provide object class and information of bounding box with

high accuracy. YOLO [22] is one of popular real-time ob-

ject detection algorithms. It divides an image into multi-

ple grids. Each grid generates bounding boxes with confi-

dence score based on the intersection over union and class-

specific confidence. SSD [15] takes advantage of VGG-16

networks to extract feature map. To detect different size

of objects with a single-shot, it adopts multi-scale feature

maps. Mask R-CNN [11] has been proposed especially for

instant segmentation. It consists of region proposal net-

works, which reduces inference time, and feature pyramid

networks, which makes it perform better likewise ResNet.

Tracking algorithms For analysis of vehicles movement,

each object should be accurately tracked above frames in

a video. SORT [3] algorithm tracks multiple objects by

using Kalman filter and Hungarian method in real-time.

Deep SORT [31] is the advanced version of SORT. Due

to additional appearance descriptors comprising convolu-

tional networks and Mahalanobis distance, it enhances the

tracking accuracy. Another tracking algorithm, the tracklet-

clustering based tracker [27], precisely tracks multiple ve-

hicles. Tracklet is a chuck of the moving object’s trace. To



"A blue pickup truck crosses the intersection keeping straight.",

    "A blue pickup truck keeps straight and overtakes a van.",

    "A dark blue truck drives through an intersection followed by a white car."
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Figure 2. The overall design of our text-to-vehicle retrieval system. The system extracts features and decides the weights on the features.

associate the tracklets into longer trajectories, the cluster-

ing method is applied. The next version, TrackletNet tracker

[30], applies epipolar geometry [10] and convolutional net-

works to associate different tracklets. This approach results

in remarkable performance for re-identification and even

can handle occlusion. The other tracking model, MOANA

[24], has adaptive structure for online learning. The appear-

ance of the object might not be useful in long-term tracking

since the appearance changes along the sequences. Due to

the adaptive model, it demonstrates robust tracking results

in the case that similar objects are closely located.

3. Methodology

Figure 2 shows an overall design of our text-to-vehicle

retrieval system: it extracts various features from video

frames and decides weight values assigned to the features

based on natural language descriptions. The details of the

proposed system are given as follows.

3.1. Vehicle Features

In natural language-based vehicle retrieval system, the

queries consist of words that people use to describe vehi-

cles. Vehicles have various features such as color, size, and

design, but people identify cars using relatively simple de-

scriptions; e.g. a red car, a midsize SUV, or a black sedan.

In addition appearances, vehicles run at various speed, (e.g.

20mph or 50mph), but words used in queries are far from

being specific; e.g. at a fast speed, slowly, or stops at the

intersection. Using such characteristics of the queries, we

decompose a vehicle into three categories: color, type and

motion.

On the other hand, the queries are made up of descrip-

tions of the subject car and its surroundings, i.e. A white

hatchback goes straight at the street followed by another

white vehicle or A blue hatchback is one of five vehicles

driving straight on a small highway. Since we are focus-

ing on the vehicle itself, we combine the information of the

subject car with that of the vehicles around it; the color,

the type, the movement of the subject car and the color, the

type of the front or the rear car of that. We use some words

in queries when they are matched pre-defined labels for ve-

hicle features. For example, when a query is A gray sedan

turns right at the intersection followed by a green bus, we

extract gray, sedan, turns right for a subject car and green,

bus for the rear car of it. The extracted words as ground

truth are utilized to find the corresponding vehicle using its

image frames and location.

As is shown in Figure 3, the proposed system evaluates

the similarity between queries and video frames with re-

spect to the defined vehicle features. In the remainder of

this section, we illustrate (1) how we classify color and type

of vehicles, (2) how we calculate movement of vehicles, (3)

how we detect front and rear cars of a subject car, and (4)

how we answer to a query in details.

3.2. Vehicle Classification

We classify vehicles in video frames into two kinds of

classes: color and type. The methods for classifying the ve-

hicle color and type are the exactly same, so we only de-

scribe how to classify a vehicle color below.

To train the color classifier, we employ transfer learning.

Cropped images extracted from frames with given bound-

ing box are input to a ResNet50 pre-trained on ImageNet

dataset [4]. We replace the original softmax layer with the

one tailored to the color labels in our problem.



Figure 3. An example of matching a query to video frames of a vehicle. For specifying a vehicle, we use four criteria. The order of the

video frames is left to right.

Loss Function Each vehicle of the training/test dataset

has three different annotations, so a vehicle can have a max-

imum of three different ground truth for colors. In order to

deal with the issue of multiple ground truth labels, we em-

ploy the loss function similar to that proposed by Yun et

al. [32]. When C is the size of color labels, let xc be the

softmax output, and yi the color label of a query as ground

truth. S is the number of the unique color labels mentioned

in the queries, and P (yi) is the relative frequency of each

color in the queries. Using fce() as cross entropy function,

we optimize Equation (1).

Loss =

S
∑

i=1

P (yi)fce(xc, yi). (1)

3.3. Movement Analysis

The movement of a vehicle is one of the key features

to characterize the vehicle. For example, fractions of the

query dataset like SUV turns right, sedan takes a left, or

car waits at the intersection describe whether the car turns

right or left, whether it slows down or stops, etc. We ana-

lyzed the movement of vehicles and ensures that it matches

the query sentence describing the movement. We computed

the GPS coordinates from the locations in the image and de-

cided whether the vehicle was turning left, turning right or

stopping.

Figure 4 shows an example of a right-turn track and its

trajectory. The top figure shows a car making a right-turn.

The blue bounding boxes are the beginning, a middle, and

the end positions of the track, and the dotted red line shows

the movement between the points. When the track positions

are converted to GPS values, the graph of the bottom figure

can be obtained. It shows the trajectory of the right-turn in

the GPS coordinate.

Because the location of a car in an image depends on the

location and the direction of the camera that captured the

image, analyzing the image is not a straightforward task.

Figure 4. An example for turning right vehicle and its trajectory.

For instance, compared to the case when a car is captured

near a camera, a car captured afar from the camera makes

a smaller change in the images even though it moves at the

same speed or even when it made a turn. To cope with the

difficulty, we utilized the camera calibration data provided

in track 3 in converting the positions in an image to the

GPS coordinates [26, 28]. In addition, to reduce the effect of

noise, we applied a Kalman filter in estimating the vehicle’s

position and velocity vectors from the GPS positions.



When a car made a turn, the velocity vectors before the

turn (~Vin) and after the turn (~Vout) will show about 90◦ dif-

ference. We computed the angle change θ using the follow-

ing formula derived from the cross-product of the two vec-

tors.

θ = arcsin
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 , n ∈ {1,−1} (2)

Here, n depends on the cross product of two vectors ~Vin and
~Vout. Because ~Vin and ~Vout are two-dimensional vector, the

cross product of two vectors has only z coordinate value. If

the value of the z coordinate is positive, it means left-turn by

the right-hand rule, n should be 1. In the opposite case, n is

-1. We decide that the vehicle made a turn if the magnitude

of angle θ is larger than a threshold value. Also, by using n,

we decide whether the turn was a right-turn or a left-turn.

Figure 5. Angle histogram of turning right and other cases

To find a good threshold value for θ in Equation (2),

we used statistics obtained from the training data. Figure 5

shows a histogram of the angle changes of vehicles making

a right-turn. In the figure, blue bars show the cases when

the query sentence includes a right-turn and the orange bars

show the cases when the query does not have a right-turn.

Some false positives are unavoidable because there is no

clear separation in the angle changes when there is a right-

turn and when there is not. To reduce the false positives,

we set the threshold value to 20◦: when the angle is in be-

tween 0◦ to 10◦, the cases that did not turn right were about

8.51 times larger than the cases that did and when the angle

is in the range of 10◦ to 20◦, 1.65 times more cases did not

made the turn. Hence, including these ranges will only ham-

per the accuracy. Similarly, decision on whether a vehicle is

stopped or not is based on a threshold for the speed. We set

the threshold value to 3.6Km/h, the average walking speed

of a human.

3.4. FrontRear Car Detection

Preceding and following vehicles are strong evidences

for retrieving scenes including the target car. A few sen-

tences include description on the front or rear cars, such as

after a black vehicle, in front of a pickup truck or followed

by another yellow vehicle. Therefore, we devised a system

for detecting the front-rear vehicles in Figure 6.

Multiple Vehicel Detection 

& Identication

Filter out 

rear 

vehicles

Is a front 

car needed?

Filter out 

front 

vehicles

Yes No

Create a pool of cars on the path of 

the target vehicle

If the number of being on trajectories 

across frames is less than threshold, 

pop out the car from the pool

Select the most frequent car on the 

trajectories as a front (rear) vehicle.

Figure 6. A flow chart for front-rear vehicle detection.

In order to detect the front and rear vehicles in the

frames, detecting multiple cars and getting bounding boxes

of them are necessary as the first step. Mask R-CNN [11]

is applied to recognize cars, after which unique IDs are

assigned to each car [27]. The position of each vehicle

on Cartesian coordinate systems is induced by the method

given in Section 3.3.

When rear cars are wanted, the cars on the opposite side

are excluded based on the direction of the target vehicle as

shown in Figure 7. The rear cars are filtered out in the same

way when we want the front cars.

In the next step, we create a pool of cars on trajectories

of the target. When the distance between each vehicle and

a tracklet of the target car is less than one meter, it is con-

sidered as the candidate on the target’s trajectories. To get

the distance, two closest footprints of the target from each

candidate should be figured out. With a triangle comprising

the footprints and the coordinate of the candidate, we can

estimate the distance by using Heron’s formula [21].

In the pool, the right front or back car is decided based

on the number of being on the trajectories across frames. If



method weighting angular turning stopping front-rear MRR Recall@5 Recall@10

strat. thld. [◦] wt. wt. wt.

CL - - 0 0 0 0.1215 0.1585 0.2906

CL+MVT+FR Fixed 60 0.5 0.3 0.3 0.1479 0.2132 0.3264

CL+MVT+FR Fixed 20 0.5 0.3 0.3 0.1583 0.2340 0.3491

CL+MVT Fixed 20 0.5 0.3 0 0.1533 0.2283 0.3453

CL+MVT+FR Fixed 20 0.8 0.6 0.3 0.1566 0.2283 0.3358

CL+MVT+FR Variable 20 - - - 0.1594 0.2396 0.3472
Table 1. The performances with different settings.

Figure 7. Unnecessary cars for finding the front and rear cars are

filtered out. If the rear cars are needed for vehicle retrieval, the

front cars are excluded based on the diving line decided with the

vector of the target vehicle (left). The rear cars are excepted if the

front objects are required (right). Only cars on trajectories of the

target vehicle are chosen (blue circles).

a car appears on the trajectories over certain threshold and

mostly, the algorithm regards the car as right front or rear

car.

3.5. Weighting Strategy

In order to rank association between a vehicle and three

language queries among others, a sophisticated scoring sys-

tem is required. The final rank depends on the way weights

are assigned to the four vehicle features, because each fea-

ture has different error rate and correlation with the target

vehicle. The simplest and the most effective way is to use

variable weights based on the number of feature-related ex-

pression appearance in the queries. The variable weight wi

of the feature i is defined as:

wi =
ni

∑N

j=1
nj

, (3)

where ni is the number of descriptions relevant to the fea-

ture i in the three sentences, and N is the number of feature

types. The association score s between the language query

set and the vehicle is presented in the Equation (4).

s = pcolor + ptype +

N
∑

i=1

wipi, (4)

where px denotes the predicted probability of feature x. In

case of our system, we use a fixed weight of 1 for the color

and type features, which makes N = 2 despite the four

features we use.

4. Experiments

In this section, we describe the dataset, comparison of

different approaches, and the results of the proposed system.

4.1. Dataset

We use CityFlowV2 dataset [25] and natural language

description sets [8] provided in the 2021 AI City Challenge.

The datasets comprise of real-world traffic scenes, three lin-

guistic descriptions per vehicle, and metadata including ho-

mography matrix for camera calibration, the results of base-

line vehicle tracking, the segmentation results from Mask

R-CNN [11]. The proposed system is evaluated with the

standard retrieval metrics: Mean Reciprocal Rank (MRR)

[29], Recall@5 and Recall@10.

4.2. Evaluation Results

4.2.1 Comparison of different settings

The performance highly gets affected by the angular thresh-

old setting and weighting strategy. With the settings, we

could discuss which features are more crucial.

As can be seen in Table 1, the method using only color

and vehicle type classification (CL) shows relatively lower

performance than others. When the threshold of the turn-

ing angle is 20◦, all results are higher than the one of 60◦

threshold. The performance has improved by applying the

front-rear vehicle detection compared to the one without

the feature (CL+MVT). With the higher weights on move-

ment factors, the performance has rather decreased. The

suggested variable-weighting strategy has achieved the best

result among the tested settings.

As for the main competition, we ranked in the third place

with a MRR score of 0.1594 (Table 2). It can be interpreted

that our framework predicted the correct vehicle for the

queries in the top 6.2 rank on average.



Rank Team ID Team Name MRR

1 132 Alibaba-UTS 0.1869

2 17 TimeLab 0.1613

3 36 SBUK 0.1594

4 20 SNLP 0.1571
Table 2. The ranking in the 2021 AI City Challenge.

5. Conclusion

In this paper, we demonstrated that natural language-

based vehicle retrieval can be tackled by leveraging vehicle

features extracted from the queries and images. Although

end-to-end training is the preferred trend nowadays, we

showed that a system composed of individual components

can score on par with sophisticated deep learning models.

Furthermore, our result is achieved by using rudimen-

tary feature extractors (e.g., simple text matching). This in-

dicates that our method has potential to improve more by

individually fine-tuning the components. For example, we

could perform semantic parsing to extract relevant informa-

tion from the queries more accurately.
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