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Abstract

In intelligent traffic systems, vehicle detection and count-

ing have become an important task. The counting informa-

tion is essential for reducing traffic congestion and improv-

ing traffic signal capability. Traditional methods have been

focusing on counting vehicles in a single frame or consec-

utive frames. However, they have not yet considered the

movement of interest (MOI) of the vehicles moving in differ-

ent lanes and directions. This paper proposes a region-and-

trajectory movement matching method that aims to detect

and count vehicles for each movement on the road. First,

the YOLOv5 detection model is used to detect candidate

vehicles in the region of interest (ROI). Second, the SORT

tracking method associates vehicles of the same instance in

consecutive images to create tracked trajectories. Then, the

counting method using the combination of MOI regions and

predefined movement tracks. Each tracked trajectory is as-

signed to the corresponding movement id and is outputted

to the result file. The efficiency and effectiveness of the pro-

posed method have been evaluated and ranked 3rd on AI

City Challenge 2021 Track 1 leaderboard. Further experi-

ments showed that the method could achieve around 120 fps

on an NVIDIA Quadro RTX 8000 and 20 fps on an NVIDIA

Jetson Xavier AGX.

1. Introduction

In recent years, vehicle detection and counting tasks have

become essential in intelligent traffic systems [22]. The

counting results can estimate traffic flow in an area, re-

duce traffic congestion, improve traffic planning and op-

eration. The vehicle counting in traffic cameras presents

several challenging issues. First, accurate vehicle detection

and tracking in crowded scenes are hard to achieve. Sec-

ond, identifying vehicles’ movements in intersections is dif-

ficult because of the combined, crossing, and turning lanes.

Third, bad weather conditions and a variety of camera view

angles further increase the complexity of the vehicle count-

ing problem.

In order to solve these problems, several studies have

been proposed which follow nearly the same pipeline.

Firstly, vehicle detection is performed by either deep learn-

ing or traditional methods. Secondly, tracking is performed

based on the results of the detection module, which can

fail when the detection results (bounding boxes) are not ac-

curate. Thirdly, each vehicle trajectory is matched with a

predefined movement track on the road. This task is quite

challenging, especially at intersections, where many move-

ments are overlapped with each other. Finally, counting is

performed for each movement when the vehicle exits the re-

gion of interest (ROI). Overall, stability and scalability are

a vital concern given the real-world applications on several

computational systems.

This paper proposes a region-and-trajectory movement

matching method for improving the precision when asso-

ciating between the tracked vehicles and the predefined

movements, which in turn, increasing the accuracy of the

vehicle counting task. In this method, motion of inter-

est (MOI) regions and reference trajectories are defined for

each movement. For each vehicle, the best optimal move-

ment is identified by matching the reference trajectory and

overcoming the corresponding region of each movement di-

rection.Based on the studies [13, 18], we reduce the num-

ber of the anchor points in a reference trajectory and use

a polygon shape for the MOI region instead of the rectan-

gle zone. Using both techniques, the processing speed can

be reduced using fewer anchor points while short tracklets’

movements can be identified using the MOI regions. More

detail of the proposed method is found in Figure 5. The

proposed method has been evaluated on AI City Challenge

2021 Track 1 Dataset A, and ranked 3rd in the leaderboard.
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Figure 1. Framework of a region-and-trajectory movement matching method.

Also, the requirements for real-world processing are

in high demand, especially on embedded computa-

tional devices. Manufacturing companies provide vari-

ous application-specific integrated circuits such as field-

programmable gate arrays (FPGAs) or digital signal pro-

cessors (DSPs), or processing unit graphics (GPU). In this

study, the proposed method has been implemented and

tested on an NVIDIA GPU-based computer and NVIDIA

embedded computing platforms such as Jetson NX Xavier

[4], and Jetson AGX Xavier [5]. The experiments have

shown promising performance with around 120 fps on

an NVIDIA Quadro RTX 8000 and around 20 fps on an

NVIDIA Jetson Xavier AGX.

The rest of this paper is organized as follows. In Section

2, the related works are discussed. The detail of the pro-

posed method is described and discussed in Section 3. In

Section 4, the experiments show qualitative and benchmark

results of the proposed method. Conclusions are drawn in

Section 5.

2. Related Work

2.1. Object Detection

Moving object detection and identification is one of the

most fundamental and complex problems in computer vi-

sion. In the beginning, moving objects in the image are

detected using the background subtraction method. Then,

additional features of the objects are provided by applying

either SIFT [19] or HOG [7] descriptor. This approach is

prone to a high error rate because of the variety in objects’

appearances and scale, and also noise and illumination in

the image. Another approach is to used traditional classifi-

cation model such as Support Vector Machines [12] or Ran-

dom Forest [3]. These models require manually engineered

information more information, which is hard to tweak to

obtain good results.

The progress of convolution neural networks and deep

neural network architectures have made more reliable solu-

tions. It avoids manual feature extraction and uses a data-

driven approach that allows machines to learn feature ex-

pressions automatically. There are two common categories

of object detection, two-stage detection and one-stage de-

tection. Two-stage frameworks divide the detection process

into the region proposal and the classification stage, and the

well-known models are RCNN[11], Fast RCNN [10], Faster

RCNN[24]. On the other hand, one-stage detectors contain

a single feed-forward fully convolutional network that di-

rectly provides the bounding boxes and the object classifi-

cation. The widely used models are YOLO [23], SSD [17].

One of the biggest challenges that many object detection

methods face is the dilemma between speed performance

and accuracy. It finds hard to improve both of them simulta-

neously. Deploying these heavy object detectors on an edge

device is of a major concern, which can balance both the as-

pects of speed and accuracy, even though there is some high

power device from NVIDIA [4, 5] are made. To support and

improve the accuracy of these models, many research in-

stitutions release popular datasets and benchmarks, includ-

ing the datasets of PASCAL VOC Challenges[9, 8], MS-

COCO Detection Challenge [16], ImageNet Large Scale Vi-

sual Recognition Challenge [25].

2.2. Multi­Object Tracking

Multiple Object Tracking (MOT) plays an essential role

in video-based application systems [20]. Many existing

MOTs are built as the post-processing task of detection

models. The tracking could be run offline in traffic anal-

ysis or online running real-time processing simultaneously

with the camera or video input frame. When running of-

fline, the tracking uses the detection results over the entire

frame sequence for the offline methods and then performs

global optimizations. The standard offline methods have

structure as the graph model, which can be enhanced by us-

ing minimum cost flow [27], and subgraph decomposition

[26].

On the other hand, the online method follows the

tracking-by-detection paradigm. This approach uses the

current frame and the previous frames to link detection re-

sults while maintaining spatial and temporal consistency.

To perform feature association between tracking objects and

2



new detection objects, Kalman Filter-based [2], and Neural

Network [30, 29] have been proposed. These methods re-

quire no training and allowing for fast-speed tracking.

2.3. Vehicle Counting

The vehicle counting methods are mainly divided into

two categories: density-aware approach[1] and detection-

aware approach [6]. The density-aware approach learns the

feature of an object to approximate the counting results.

However, the drawback of this method is that they only es-

timate the probable number of objects instead of the exact

amount. The detection-aware approach uses the detection

and tracking result for counting. It can provide more precise

counting results; however, requiring more complex count-

ing logic. For instance, the counter takes attention to the

trajectories’ properties (for example, traveled length, direc-

tion, etc.) to keep the ones that follow the predefined tra-

jectories and reject small tracklets. Therefore, the occluded

and not detected can be solved by keeping the trajectory in

a consecutive frame.

3. Methodology

3.1. Moving Object Stage

When a moving vehicle travels through the camera field

of view, several stages can be defined. Stage management

is considered the core of the system, which controls the ve-

hicle’s existence in the whole program. Figure 1 shows

Algorithm 1: State switching algorithm

Input: List of tracks

Output: Updated state of each tracks

for each tracking object do

if moving state is candidate then
if Rm ≥ 0 ∧meet track requirement

then
moving state← confirm

else if moving state is confirm then

if Rm ≤ 0 then
moving state← counting

else if moving state is counting then
if Rm < 0 ∨ object age ≥ max of age

then
moving state← to be counted

else if moving state is to be counted then
Do the Weighted Vehicle Trajectory

Counting (Section 3.3)

moving state← counted
else if moving state is counted then

if Rm ≤ 0 or object age ≥ max of age

then
moving state← exiting

end

the stage as the last task of framework. Each tracking

object has the related position with the region of interest:

Rm =







−n out ROI

0 tourch ROI

n in ROI

where n is the distance from

center of vehicle to ROI. There are six states of vehicle in

system:

1. Candidate: The new moving object is created and

waits to meet the SORT tracking requirement to be-

come the new track.

2. Confirm: The moving object is considered as the mov-

ing vehicle with its own track

3. Counting: The moving vehicle touches the end of the

ROI, which consider for counting.

4. To be counted: The moving vehicle wait for matching

with the appropriate movement id.

5. Counted: The moving vehicle has been counted and

outputted. It will not be counted even if being detected

in later frame.

6. Exit: The moving vehicle has just exited the frame and

is marked to be deleted.

Algorithm 1 shows the detail of the switching between

each states. Each condition in algorithm contains processes

the Section 3.2 and Section 3.3

3.2. Vehicle Detection and Tracking

3.2.1 Vehicle Detection

Model Architecture. YOLOv5 [15] has several models,

from the largest one is YOLOv5x to the smallest one is

YOLOv5s. The AI City Challenge 2021 requires real-time

processing on an edge device. Therefore, the YOLOv5s6 is

chosen for the vehicle detection task. Furthermore, a pre-

trained model on COCO is used and is fine-tuned on the

manually annotated data in AI City 2021 Track 1 Dataset

A.In addition, cameras with the same viewpoints and ve-

hicle scales are grouped and trained together. Training and

implementation of the YOLOv5s can extract good detection

results on Dataset A. Also, in inference step, the model is

inputted with a batch size of 16 images is used. Then, the

detection results are put in to a buffer queue for the tracking

task.

Object Classes of Interest. According to the challenge

rules, the vehicles are detected and classified into two

classes:

1. Car: sedan car, sport unify vehicle (SUV), van, bus,

small trucks such as pickup truck, UPS mail trucks,

etc.
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2. Truck: medium trucks such as moving trucks, garbage

trucks, large trucks such as a tractor-trailer, 18-

wheeler, etc.

3.2.2 Online Multi-Vehicle Tracking

After a detected vehicle enters the region of interest (ROI),

a unique id is assigned. The tracking module associates

the currently tracking vehicles with newly detected vehicles

and maintains the unique id of a vehicle when it is moving

through the camera. Besides, the tracked locations of the

vehicle in consecutive frames are used to define its trajec-

tory. The trajectory is later used to associate the movement

of the vehicle.

After obtaining the batch’s detection results, the SORT

[2] method is used as the online multi-vehicle tracking

tracker. Even though other trackers, such as DeepSORT

[30], are better. However, they require higher memory space

while processing which can reduce the overall processing

speed. Therefore, additional processing time can be saved

for other tasks.

The SORT algorithm is a fast online multi-object track-

ing, and it can achieve real-time processing. The method

associates already detected objects across different frames

based on the coordinates of the detected bounding boxes.

The vehicle’s trajectory is relatively simple in the traffic

camera, such as a simple straight line or curve, since the

camera’s position is high above the road. The SORT method

uses efficiency algorithms such as Kalman Filter and Hun-

garian algorithm for the tracking components to achieve

real-time processing.

The Kalman Filter is used for motion prediction. The

algorithm uses the unmatched detection results to initialize

the tracking state as a new target and the matched detec-

tion results for updating the existing target’s tracking state.

State-space in each target is defined in the dimensional state

space (u, v, s, r, u̇, v̇, ṡ), where u and v stand for the hori-

zontal and vertical pixel 2D location of the center of the

target, and the scale s and r represent the scale (area) and

the aspect ratio of the object’s bounding box respectively.

Standard Kalman Filter with constant velocity motion and

linear observation model assign target object the tracklet k,

which is used for following counting task. When assign-

ing new detection results to exist targets, the shape of each

target’s bounding box is estimated by predicting its new po-

sition in the current frame. The allocation cost matrix is

then calculated as the IOU (intersection) distance between

each detection and all predicted bounding boxes of the ex-

isting target. The assignment is solved optimally using the

Hungarian algorithm.

(a) camera 1 (b) camera 2

(c) camera 13 (d) camera 16

Figure 2. Visualization of reference trajectories and observation

zone of camera 1, camera 2, camera 13, and camera 16. The color

trajectory represent for each reference trajectories, and the white

trajectory stand for the uncounted movement.

3.3. Region­and­Trajectory Movement Matching

After obtaining the series of tracklets result from the

detection and tracking process, the tracklets have to be

matched with a predefined reference movement. This sec-

tion describes a region-and-trajectory movement matching

method to count vehicle in each movement direction. This

method has been inherited from [13, 18] and has been fur-

ther extended to improve the robustness. The proposed

method consists of 2 separate vehicle movement identifi-

cation method, namely: reference trajectory and movement

of interest region.

3.3.1 Reference Trajectory

Reference Trajectory. The rule of the challenge defines

several movement directions for each camera. Based on

this given information, reference trajectories are defined for

each movement directions. Follows the examples in [28],

the reference trajectories are modeled by accumulating and

averaging several moving vehicles’ trajectories in the cam-

era. Then, the number of anchor points in the reference

trajectories are subsequently reduced until the tracking ro-

bustness can no longer be maintained. The results are the

set of reference trajectories with fewer points that can in-

crease the processing time while still maintaining the track-

ing robustness as shown in Figure 2. A completed reference

trajectories set TrajG = [Trajg1 , T rajg2 , . . . , T rajgk ],
where trajectory Trajgi stands for the ith defined move-

ments. Each reference trajectory has the set of points

Traji =
[

p1m, p2m, ..., pnm
]

, which would be used to match

of vehicle’s tracklet.

In additions, further tweaks were performed for some

distinct cases to further reducing the processing time. In

most cases, the reference trajectories are kept from the en-

trance and the exit for each movement as shown in Figure
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Algorithm 2: Find best match reference trajectory

Input: Tracklet Trajm
Reference trajectories TrajG
Distance threshold Dthr

Output: The identity of the best match reference

trajectory or none of them

for each Trajg of TrajG do

for each subm of Trajm do
Compute distance dsubm,g (Equation 1)

if dsubm,g > Dthr then
break

else if moving state is candidate then
minsub ← gid

end

if minsub < minm then
minm ← minsub

end

if Trajm overcome Zoneg then
return Trajminm

return None

2a. Meanwhile, in some case, the movement directions do

not intersect with each other, therefore, only the portion at

the end of each reference trajectory is kept as shown in

Figure 2b. The fewer anchor points, the faster processing

speed. Moreover, in some cameras, ”None” reference tra-

jectories (as shown in Figure 2c, d) are defined to remove

unwanted vehicle’s movements as defined by the rules. Fig-

ure 5 shows all references trajectories in all cameras.

Matching with Reference Trajectory. Given the track-

lets of the vehicles, each of them has Trajm =
[pt1m, pt2m, ..., ptnm ], where ptim = (xti

m, ytim) is the coordinate

point of the vehicle, t1 is the time when the vehicle in candi-

date state, and tn is the time when the vehicle in the counted

state. The Hausddorff distance [14] is used to find the best

match between the tracklet Trajm with the reference tra-

jectory TrajG, and use Euclidean distance for each point

in both set. Let dH (m, gi) denote the Hausdorff distance

between of tracklet of vehicle m and reference trajectory

gi. However, the Hausdorff distance considers two set of

points as the disordered sets; Therefore, Trajm are divided

into subset from the tn to t1 to choose the best match even if

any lost track while tracking. The distance between subset

of tracklet m and the reference trajectory Trajg is:

dsubm,g = min
subm∈Traj

m

dH (subm, g) (1)

3.3.2 Movement Of Interest Region

Addition to the reference trajectories, several movement of

interest (MOI) regions on the road, one for each movement

direction. The MOI region’s primary purpose is to cap-

Figure 3. Visualization of region-and-trajectory movement match-

ing for find the best match reference trajectory for the vehicle’s

tracklet. The red dot line represent for vehicle tracklet, the green

circle with gradient color from center to outside is weight shape-

based matching, other color dot lines stand for reference trajecto-

ries.

ture tracklets that are too short (i.e., trajectory length) to

match with any reference trajectories. The main reason for

the short tracklets can be from miss-detection, fast-moving

vehicles, or new vehicles breaks out from occlusion, etc.

When a vehicle has been moving through the MOI region,

it is assigned with a corresponding movement id.

Overall, both techniques are used in vehicle movement

identification. The Algorithm 2 show the detail of the over-

all matching method. Each vehicle’s movement id is being

calculated until the vehicle reaches the end of the ROI or out

of the image frame. After finding the best match for track-

let, tn is the used. Finally, the vehicle movement id and the

exiting time is recorded and outputted to the result file.

4. Experiments

4.1. System Implementation

A vehicle detection and counting system has been im-

plemented for as shown in Figure 8. The pipeline uti-

lizes buffer queue and multi-thread processing to parallel

the bottle-neck between the detection and tracking stage. In

particularly, the detector is performed on a separated thread

and the detected bounding boxes are buffered in a queue.

The detected bounding boxes are grouped together by the

frame id in order to maintain the temporal consistency. The

tracker, running on another thread, gets the detection re-

sults and performs it own task as soon as the buffer queue

is available. The detector runs on GPU while both tracker

and counter run on CPU. The whole system has been im-

plemented and tested on a NVIDIA Quadro RTX 8000 with

48GB memory and two-thread Intel i9-9900X 3.50GHz.

4.2. Datasets

The AI City 2021 Track-1 dataset data set contains 31

video clips captured from 20 single camera views; some

cameras were captured in different weather (including rain,

snow) and light conditions (including dawn, clear sky).
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Figure 4. System Pipeline.

Each camera view comes with detailed documentation de-

scribing the region of interest and movement of interest.

The next section provides experimental results for data set

A and our final score of the leaderboard on Dataset A. The

detection model is materialized on the AI City 2021 Track

1 Dataset A using a pre-learned model for COCO. A total

of 15500 frames is fully annotated from all the videos in the

dataset, and only cars and trucks are labeled. The detail of

the label can be found in Section 3.2.1

4.3. Evaluation Metrics

According the rules of challenge, there is no addi-

tional data for train or self-testing, we only provide the

result of final leaderboard. The following section shows

the evaluation metrics for this challenge using efficiency

score and effectiveness score with along parameter: S1 =
αSefficiency + βSeffectiveness, where α = 0.3, β = 0.7.

Sefficiency corresponds to the processing time in whole

videos. Seffectiveness reply on a weighted average of nor-

malized weighted root mean square error scores nwRMSE

across all generate time, videos, movements, and vehicle

classes in the test set, with proportional weights based on

the number of vehicles of the given class in the movement.

wRMSE =

√

√

√

√

k
∑

i=1

i
∑k

j=1 j
(x̂i − xi)

2
(2)

The efficiency score bases on the total execution time T

as

S1,efficiency = max

(

0, 1−
T × base factor

1.1× video time

)

(3)

As can be seen on Equation 3 from previous year chal-

lenge [21] and this year challenge, the factor of denominator

Rank Team ID Score

1 37 0.9467

2 5 0.9459

3 8(Ours) 0.9263

4 19 0.9249

5 118 0.9235

Table 1. Top 5 overall score in the AI City 2021 Track 1 learder-

board.

mwRMSE S1 Effectiveness S1 Efficiency S1

3.6259 0.9287 0.9209 0.9263

Table 2. The detailed evaluation of the proposed method.

Device Batch size Queue FPS

COMPUTER 32 10 120

Jetson Xavier AGX 16 5 20

Jetson Xavier NX 8 5 12

Table 3. Speed performance.

replace by ”1.1” instead of ”5” and the result must include

the generate time, which means this year, they focus more

on the time processing. Moreover, one of the requirements

is that the framework can run on an edge device, the time

consuming and memory management are put higher rank.

4.4. Quantitative Result

The Table 1 shows the comparisons of overall scores.

After checking, we still have failures caused by certain rea-

sons: The number of missing detection of a truck is still

high because the ratio appears vehicle is much different.

The hard weather condition, such as rain, makes blur in

camera capture image, which cause the detector hardly get

the good result. The overlap with vehicle results in the miss

track in tracker session.

4.5. Speed Performance

The main goal of the AI City Challenge 2021 Track 1 is

to achieve real-time processing on edge devices. Therefore,

the whole system has been tested on two NVIDIA devel-

opment boards: the NVIDIA Jetson Xavier NX [4] and the

NVIDIA Jetson AGX Xavier [5]. Because the processing

unit and memory of each device is different from the com-

puter, the models’ hyperparameters have to be adjusted to

optimize for each device. The Table 3 shows detail of pa-

rameters and the speed result.

5. Conclusions

In this paper, a region-and-trajectory movement match-

ing method have been proposed. The method has been

shown to successfully define the corrected movement di-
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camera 1 camera 1 dawn camera 1 rain camera 2 camera 2 rain camera 3 camera 3 rain

camera 4 camera 4 dawn camera 4 rain camera 5 camera 5 dawn camera 5 rain camera 6

camera 6 snow camera 7 camera 7 dawn camera 7 rain camera 8 camera 9 camera 10

camera 11 camera 12 camera 13 camera 14 camera 15 camera 16 camera 17

camera 18 camera 19 camera 20

Figure 5. Visualization of results on sample frames from different scenes and different conditions, the color trajectories and number

represent for the movement of interest defined at the beginning.

rection in a vehicle counting task. The proposed method’s

performance shows its effectiveness and efficiency in deter-

mining a vehicle’s route in different camera views. The sys-

tem achieved third place on AI City Challenge 2021 Track 1

Dataset A (Track 1: Number of vehicles by the class at mul-

tiple intersections). For future work, we will improve each

of the components even further, both in speed and robust-

ness. For example, we will address typical detection errors,

e.g., false positives due to dynamic or reflective background

and lack of detection is too large or small vehicles. More-

over, we learn how to build better models for the route that

can adapt to the new scenes and weather conditions.
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