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Abstract

With the demands of the intelligent city and city-scale

traffic management, city-scale multi-camera vehicle track-

ing (MCVT) has become a vital problem. The MCVT

is challenging due to frequent occlusion, similar vehicle

models, significant feature variation by different lighting

conditions, and viewing perspective in different cameras.

This paper proposes an MCVT system composed of single-

camera tracking (SCT), vehicle re-identification (Re-ID),

and multi-camera tracks matching (MCTM). In the SCT

phase, we designed a tracker update strategy and used

the Re-ID model in advance. We also adopted a tem-

plate matching method to re-associate the discontinuous

tracklets. As for vehicle Re-ID, we implemented a spa-

tial attention mechanism based on the background model.

Then we fully leveraged the labels of synthetic data to

train attributes Re-ID models as the attributes features ex-

tractor. Finally, we proposed an MCTM method to lever-

age tracklets representation and spatial-temporal informa-

tion efficiently. Our system is evaluated both on the City-

Scale Multi-Camera Vehicle Re-Identification task (Track 2)

and City-Scale Multi-Camera Vehicle Tracking task (Track

3) at the AI City Challenge. Our vehicle Re-ID method

has achieved 3rd place of Track 2, with an mAP score

of 66.50%, and achieved state-of-the-art results on the

VeRi776 dataset. Our MCVT system has achieved 3rd place,

yielding 76.51% IDF1 of Track 3. Experimental results

demonstrate that our system has achieved competitive per-

formance for city-scale traffic management.

1. Introduction

Predicting and analyzing large-scale traffic flow is neces-

sary for improving city-level traffic management. Tracking

vehicles means integrating spatial and temporal information

of the traffic flow. Therefore, the city-scale multi-camera

vehicle tracking (MCVT) system is attracting growing at-
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Figure 1. Overview of city-scale multi-camera vehicle tracking

and Re-ID. The number near each bounding box denotes the vehi-

cle ID, while the number inside the red circle denotes the camera

ID.

tention. As shown in Figure 1, the MCVT system extracts

the vehicle trajectory going through a large area from the

cameras at different locations. The main components of an

MCVT system include single-camera tracking (SCT), ve-

hicle re-identification (Re-ID), and multi-camera tracklets

matching (MCTM). Different from classical single-camera

multiple object tracking (MOT), MCVT matches the track-

lets of an identical vehicle in different cameras, which may

have overlapping or non-overlapping field of view (FOV),

and generates one complete global trajectory. There are

two major challenges the MCVT task is faced with. Firstly,

frequent noise in detection and heavy occlusion make the

tracking prone to lose or mismatch during SCT process.

Secondly, similar vehicle models and appearance feature

variations by illumination and perspective both disturb the

Re-ID process. The instability in perception and the confus-

able figure of cars consequentially degrade the performance

of the MCVT system.

The tracking-by-detection strategy with data association

algorithms is widely applied to link detection outputs across

frames for the SCT step [1, 46, 42]. However, the track-

ing performance of the existing methods shrinks when the

speed or heading of the vehicles changes acutely, or mu-

tual occlusion between vehicles happens. For vehicle Re-



Figure 2. Framework of our MCVT system. The MCVT system is composed of three modules, a single-camera tracking (SCT), a vehicle

re-identification(Re-ID), and a multi-camera tracklets matching (MCTM) .

ID, the tendency is to focus on exploiting metric learning

and generating discriminant visual features from convolu-

tional neural networks (CNN) [39, 26, 34, 2]. However,

these Re-ID models are likely to be confused by similar ve-

hicle models and background, variety in vehicle orientation.

To tackle MCTM task, Law et al. [21] and Kim et al. [19]

combine video information with GPS location to match the

tracklets from different cameras which have the overlap-

ping FOV. For different cameras with non-overlapping FOV,

some methods [29, 3] match tracklets by building the dis-

tance matrix using the vehicle appearance feature. These

methods depend on a distance threshold to decide whether

two tracklets are matching. However, due to the fact that the

vehicle has significant appearance feature variation in dif-

ferent cameras, it is impossible to assume that the tracklets

pairs with the smallest feature distances are true positives.

In this paper, we constructed a MCVT system based on

city-scale vehicle re-identification and spatial-temporal in-

formation. The framework of our MCVT system is shown

in Figure 2. In the SCT phase, following the tracking-

by-detection paradigm, we adopted EfficientDet [38] as

our vehicle detector for effectiveness. To overcome occlu-

sion interference, we utilized our Re-ID model to extract

the discriminative appearance feature of vehicles. We also

designed a tracker update strategy and template matching

strategy to overcome the challenges that the motion of ve-

hicles frequently changes when close to camera or vehicle

turns.

As for vehicle Re-ID, to improve the robustness to

appearance feature variation of our Re-ID algorithm, we

trained the vehicle attributes Re-ID models by the labels

of synthetic data to extract the attributes features. Then we

balanced the Re-ID data by data augmentation methods and

implemented a spatial attention mechanism from the back-

ground model to get a more accurate vehicle representation.

In terms of tracklet matching, we presented an efficient

tracklets representation strategy to overcome the appear-

ance bias caused by occlusion or truncation. Given it is

hard to match the tracklets only through the distance matrix,

an uncertainty-based tracklets matching method is raised to

measure the degree of match between tracklets. Finally, the

spatial-temporal information of a local vehicle’s trajectory

is fully utilized to improve the robustness and accuracy of

MCTM.

The main contributions of this paper are summarized as

follows:

• We adopted the tracker update strategy and template

matching method to enhance the SCT performance.

• We leveraged the synthetic data to train attributes Re-

ID models as attributes feature extractors. We also

proposed a spatial attention mechanism from the back-

ground model to improve the retrieval performance of

the Re-ID model.

• We proposed an efficient tracklets representation

strategy and an uncertainty-based tracklets matching

method, which leverages the spatial-temporal informa-

tion of a local vehicle’s trajectory to improve the ro-

bustness and accuracy of our MCTM system.

• Our mehod achieved 3rd place both in Track 2 and

Track 3 at the AI City Challenge. It also achieved

state-of-the-art results on VeRi776 dataset.

2. Related Work

2.1. Single­Camera Tracking

Single-camera tracking (SCT) is a computer vision task

that aims to analyze videos to identify and track objects be-

longing to one or more categories [4], such as vehicles with-

out any prior knowledge about the appearance and number

of targets. The current SCT algorithms could divide into

two types. One follows the tracking-by-detection paradigm,

while the other is jointing object detection with Re-ID in a

single network [48] to accomplish the SCT task.

In recent years, a large number of object detection meth-

ods [3, 2, 50] have been proposed. With the improve-

ment of object detection techniques, many SCT studies turn



to the tracking-by-detection paradigm. The tracking-by-

detection paradigm uses a detection model for target local-

ization and obtains the trajectories of targets by data asso-

ciation between adjacent frames. The Simple Online and

Realtime Tracking (SORT) algorithm [1] leveraged Faster

R-CNN [38] for the detection of targets. It used a rela-

tively simple approach that consisted of predicting object

motion using the Kalman filter [16] and then associating

the detections together with the help of the Hungarian algo-

rithm [20], using intersection-over-union (IoU) distances to

compute the cost matrix. DeepSort [46] incorporated visual

information extracted by a custom residual CNN to alleviate

identity switches in SORT. The CNN provided a normalized

vector with 128 features as output, and the cosine distance

between those vectors was added to the affinity scores used

in SORT. TrackletNet Tracker [42] is based on a tracklet

graph model to generate tracklets by appearance similarity

and spatial consistency.

JDE [19] and FairMOT [48] incorporate the appearance

embedding model into a single-shot detector, so that the

model can simultaneously output detections and the corre-

sponding embeddings.

2.2. Vehicle Re­identification

Due to the wide application in intelligent transporta-

tion and the releases of large-scale annotated vehicle Re-ID

datasets, vehicle Re-ID gains rapidly increasing attention in

the past few years. Liu et al. [25] released a high-quality

multi-viewed VeRi776 dataset. Tang et al. [40] proposed a

city-scale traffic camera CityFlow dataset. Based on these

datasets, numerous vehicle re-ID methods have been pro-

posed recently.

Some methods adopted spatial-temporal informa-

tion [34, 44] or vehicle attribute (e.g., color and type) [26, 6]

to regularize the global vehicle representation learning.

Some adopted the extra information, such as critical

parts [7], viewpoint [29], or keypoint [17, 45] labels,

which take advantage of local features to improve the

representation ability. There are also some methods which

use graphic engine [47, 39] or generative adversarial

network [51, 27] to generate synthesize vehicle images

with rich attributes to extend training datasets.

2.3. Multi­Camera Vehicle Tracking

Multi-camera vehicle tracking (MCVT) is a fundamen-

tal technique for traffic optimization. The recent progress in

MCVT mainly benefits from single-camera tracking tech-

niques and vehicle re-identification. Tang et al. [8] pro-

posed a city-scale, well-annotated benchmark for MCVT,

which also makes great advancement in this field. Recent

approaches [32, 10] followed the processing pipeline of ve-

hicle detection, SCT, Re-ID for visual feature extraction,

and MCTM. For multi-cameras with overlapping FOVs,

some methods [22, 12] combine temporal features from

GPS location to match the tracklets from different cameras.

3. Methodology

3.1. Data Pre­Processing

As the training set only labels the vehicles that travel

across multiple cameras, there are many unlabeled vehicles

in the image. As shown in Figure 3 (a), there are three ve-

hicles which weren’t labeled. In order to make use of the

training set to train the detection model and evaluate the

performance of multi-object tracking, we have to rebuilt the

training set to eliminate the interference of unlabeled vehi-

cles.

Firstly, we used the Gaussian mixture model to gener-

ate a background model from video, as shown in Figure 3

(b). Then we cropped the bounding box of labeled vehicles

and placed the cropped image on the background image.

Therefore, we will get a training set in which all vehicles

are labeled. As shown in Figure 3 (c).

(a) (b) (c)

Figure 3. Visualization of data pre-processing.

3.2. Vehicle Detection

Vehicle detection is the basis of multi-camera vehi-

cle tracking. Therefore, its effectiveness directly affects

the performance of the entire system. We evaluated five

state-of-the-art detection algorithms, YOLOv4 [2], Mask

R-CNN [8], Cascade RCNN [3], CenterNet [50], and Ef-

ficientDet [38]. The comparison result is shown in Ta-

ble 1. Considering the effectiveness, we adopted Efficient-

Det for vehicle detection. EfficientDet is based on Efficient-

Nets [37] and BiFPN. EfficientNets is an efficient back-

bone network, which utilizes a simple yet highly effective

compound coefficient to uniformly scales all dimensions of

depth/width/resolution. BiFPN is a bi-directional feature

network that is enhanced with fast normalization, which en-

ables easy and fast feature fusion.

3.3. Single­Camera Multi­target Tracking

Following the tracking-by-detection paradigm, Deep-

Sort [46] was chosen as the baseline method for online

multi-object tracking.

DeepSort is an online tracking algorithm which uses

the the Kalman filter algorithm [4] to predict the position

of the tracking target in the current frame and update the



Algorithm mAP

YOLOv4 [2] 43.5

Mmdetection Mask R-CNN (X-101-32x8d-FPN) [8] 42.8

Mmdetection Cascade RCNN (X-101-64x4d-FPN) [3] 44.5

CenterNet(Hourglass-104) [50] 45.1

EfficientDet-D7X [38] 55.1

Table 1. Comparison of effectiveness on different detection algo-

rithms on COCO2017 test-dev set [24].

tracker parameters. It also adds apparent feature informa-

tion matching to improve tracking performance. This ex-

tension enables the algorithm to track the target within a

longer period of occlusion, effectively reducing the num-

ber of ID transformations. However, in complex scenarios,

DeepSort is still affected by occlusion, rapid change of ve-

hicle velocity, and other unfavorable conditions, resulting in

erroneous tracking results. In this regard, we have proposed

corresponding methods as below to solve these problems.

3.3.1 Tracker Update Strategy

DeepSort depends on the Kalman filter algorithm to update

the tracker parameters. The Kalman filter algorithm is based

on constant velocity motion and a linear observation model.

However, in pixel coordinates, the movement of the vehicle

does not follow the constant velocity and linear observation

model.

According to the Keyhole imaging principle [41], the

pixel coordinates of vehicle position change rapidly when

the vehicle is at a different distance from the camera. For

instance, when the vehicle is closer to the camera, the posi-

tion of vehicle in the pixel coordinates changes drastically

between every two frames, which will cause the Kalman fil-

ter algorithm to predict the wrong position of the tracking

target in the current frame.

To deal with such a situation, for the matched target, in-

stead of using the Kalman filter algorithm prediction’s po-

sition PKalmanFilter to update its state, we used the asso-

ciated detection position Pdetection to update its state. The

current position in bounding box format of the target can be

represented as:

Pcurrent =

{

Pdetection if matched

PKalmanFilter otherwise
(1)

We only used the Kalman filter algorithm for the un-

matched target. Figure 4 shows the visualization results

without and with our tracker update strategy.

3.3.2 Robust Visual Features Extraction

DeepSort includes the deep visual features as association

criteria. However, the Re-ID module which DeepSort uses

has poor robustness and is difficult to cope with occlusion,

(a) (b)

Figure 4. Comparison of tracking results under two different

tracker update strategies. (a) is the results that tracker update by

Kalman filter algorithm prediction. (b) is the results that update by

detection value.

vehicle turning, etc. Thence, we utilized our Re-ID model

to extract the appearance feature of vehicles, as shown in

Figure 2. The extracted features can also be used for the

subsequent MCTM task. For the acquisition of the Re-ID

model, we will elaborate on it in section 3.4.

3.3.3 Template Matching Strategy

From our observations, the tracks are prone to be switched

when a vehicle turns with high speeds. Since the motion

of the vehicle changes rapidly, the distance between pre-

diction and detection will exceed the predefined threshold.

As a result, the tracklet will move into an unmatched state.

As shown in Figure 5 (a), the identity of a red vehicle is

switched from 116 to 137 when it turns right.

When a tracklet moves into an unmatched state in the

road, we assume there will be a real detection bounding

box as matched detection hypothesis of the tracklet between

10 frames. Inspired by [23], we treated the visual features

of the unmatched tracklet as a template, then we used the

template to search a detection bounding box whose visual

feature similarity with template is lower than the prede-

fined threshold matchThresh. The search region is lim-

ited within a radius R from the last history position in the

unmatched tracklet. The detection bounding box will be

used to update the tracklet state space. Figure 5 (b) shows

the tracking visualization results of using template match-

ing strategy, the red vehicle maintain identity in 72 when it

turns right.

3.4. Vehicle Re­identification

3.4.1 Network Structure

The baseline architecture of the whole Re-ID model con-

sists of backbone, aggregation, and head. The three mod-

ules will be elaborated in below.

Backbone. ResNet [9] with IBN [31] structure and Non-

local [43] module is used as the backbone to extract fea-



(a) (b)

Figure 5. Comparison of tracking results before and after using

template matching strategy. (a) is the results that the tracks is

switched when vehicle turns. (b) is the results of using the tem-

plate matching strategy.

tures. It shows potentials to robustly extract appearance

features for the presence of occlusions, noisy detection, dif-

ferent illumination conditions, and viewpoint changes.

Aggregation and Head. The generalized-mean (Gem)

pooling and bnneck [28] are used as the aggregation layer

and head, respectively. Compared to global average pooling

and global max pooling, Gem pooling gets superior perfor-

mance for image retrieval-based tasks, especially in vehicle

Re-ID tasks.

3.4.2 Optimization Functions

We trained the whole vehicle Re-ID network with the fu-

sion of circle loss [35] and triplet loss [11], with the equal-

weighted. Triplet loss ensures that an image of a specific

vehicle is closer to all other images of the same vehicle than

to any images of other vehicles. While the circle loss with

a more definite convergence target and the high flexibility

in optimization will benefit deep feature learning. It has a

unified formula for two elemental learning approaches, i.e.,

learning with class-level labels and learning with pair-wise

labels [36].

3.4.3 Data Balance

We noticed that the data for Re-ID is imbalance, which dif-

ferent vehicle ID has different sample size. As a result, the

Re-ID model will struggle to deal with imbalanced Re-ID

data by focusing on minimizing the error rate for the ma-

jority vehicle ID while ignoring the minority vehicle ID. To

overcome the shortness of data imbalance, the data augmen-

tation methods are applied to increase the sizes of minority

vehicle ID, until the sample of all vehicle IDs have the same

sizes. The data augmentation methods include flipping, ran-

dom erasing, random patch and auto-augment.

3.4.4 Spatial Attention

Since the dataset used in vehicle re-id is cropped by bound-

ing box, which may introduce the other vehicles and ex-

tra background. To reduce the influence, we used a binary

mask for the foreground vehicle as the spatial attention map.

To train the Re-ID model for Track 2, we re-detected

the foreground vehicle with the Mask R-CNN [8] for the

dataset in Track 2. To train the Re-ID model for Track 3, as

the Re-ID dataset in Track 3 is copped from videos and the

static background can be extracted, we used the Gaussian

mixture model to generate a robust background model from

multi-frame image information. In the end, we can get the

precise binary mask of vehicles. Combining the features of

spatial attention images Fspatial and the features of original

images Foriginal, we can get a more accurate vehicle repre-

sentation. The fusion features can be written as following:

F = Foriginal + γFspatial (2)

Where γ is the weight parameter of Fspatial.

3.4.5 Attribute Re-ID

In addition to the real-world traffic data set, there is a well-

annotated synthetic vehicle dataset provided by AI CITY

CHALLENGE. The synthetic vehicle includes an orienta-

tion label, color label, and type label. These attributes are

important for vehicle Re-ID. For example, the vehicle Re-

ID model is likely to be confused by different candidates

with similar orientation. The orientation attributes are help-

ful to overcome this drawback. Inspired by [52, 14], for

each attribute, we treated each category of the attribute as

an ID to practice the attribute Re-ID process. The attribute

features can be extracted from attribute Re-ID model and

output the attribute ID distance matrix. To increase the in-

fluence of color and type, while depressing the influence of

similar orientation, we plus the color distance Dcolor, type

distance Dtype, and vehicle ID distance Dvehicle, then mi-

nus the orientation distance Dorientation. The fusion dis-

tance matrix could be formulated as:

D = Dvehicle + αDcolor + βDtype − λDorientation (3)

Where α, β and λ are the weight parameter.

3.5. Multi­Camera Tracks Matching

3.5.1 Traffic Spatial-Temporal Information Reasoning

We proposed a tracklet matching strategy which is based on

traffic spatial-temporal information, to narrow the match-

ing candidates and get more stable tracklet synchronization

matching results.



Figure 6 depicts the traffic geometry information of the

six cameras. There is no overlapping FOV between differ-

ent camera views. However, in the real-world traffic scene,

limited by traffic topology and the traffic rules, the move-

ments of vehicles are predictable. This allows us to model

the traffic spatial-temporal information.

Figure 6. The traffic geometry information of cameras.

To assign a movement model for each given vehicle

tracklet, inspired by [12], we used the pre-defined zones in

the image. As is shown in Figure 7, each vehicle tracklet

will pass through two of the zones. According to the zone

list that the vehicle tracklet passes, we can extract the spatial

information for the vehicle and finally assign a movement

model for the tracklet.

According to the movement model of the tracklet and the

distance between the cameras, we can estimate when the ve-

hicle will appear on which camera. For example, if a vehicle

is in camera 1 and driving towards camera 2. The distance

between camera 1 and camera 2 is 1000m. Following the

traffic rules, the vehicle can only appear in another camera

2 within 10 seconds to 200 seconds. Based on traffic spatial-

temporal information reasoning, we can narrow the tracklet

matching candidates to achieve more robust matching.

3.5.2 Tracklet Representation

According to our observations, the appearance features are

ineffective in representing a tracklet when targets are oc-

cluded or truncated. Inspired by [13], we proposed an effi-

cient tracklet representation approach to overcome the ap-

pearance bias.

Denote Tvehicle as the tracklet of each vehicle and Tframe

as the track of vehicle in each frame. Considering vehi-

cles may wait in front of traffic lights and produce repeti-

tive Tframe , we selected the Tframe if the distance between

it and all other Tframe in Tvehicle is larger than disThresh.

Then we extracted the image-based appearance features of

the Tframe base on Vehicle Re-ID model. The tracklet fea-

ture is updated to the mean feature of all seleted Tframe .

As the features of Tframe which are heavily occluded or

truncated will be the outlier, we removed the Tframe whose

distance between its features and tracklet features is larger

than featThresh. Then we continued to update the tracklet

feature until there are no outlier Tframe .

Finally, we let a set of selected Tframe to represent the

tracklet of each vehicle.

3.5.3 Tracklet Matching based on Uncertainty

With the help of spatial-temporal information and tracklets

representation, we can narrow the matching candidates and

get synchronization results for the MCVT task. However,

concerning the tracklet matching, due to the significant ap-

pearance feature variation caused by different viewing per-

spective, it is hard to find an accurate threshold to deter-

mine whether two tracklets are matching. For example, the

feature distance of one negative tracklet pairs which have

a similar viewing perspective may small, while the feature

distance of the other positive tracklet pairs which have a

different viewing perspective may be large.

To tackle this problem, we used uncertainty to measure

the degree of match between Tracklets. For N Tframe of a

query tracklet, we can get N matched gallery tracklets by

the distance matrix. The N gallery tracklets come from K

targets and K < N as several gallery tracklets may share

one target. Denote t is a weight parameter. When the num-

ber of matching gallery tracklets from a target is more than

t∗N , we treated it as a state of certainty and the query track-

let will be assigned to the target. We will remove the query

tracklet in matching candidates if the query tracklet is in an

uncertain state.

When a gallery tracklet is assigned to several query

tracklets, we will select the best matching query tracklet by

distance matrix, and remove the unmatched query tracklets.

4. Experiments

We participated in the track 2: City-Scale Multi-Camera

Vehicle Re-Identification, and track 3: City-Scale Multi-

Camera Vehicle Tracking in the AI City Challenge.

We used ImageNet [5] and MSCOCO [24] to pre-train

our detection model EfficientDet [38] and backbone net-

works (ResNet [9]) of Re-ID model. We also evaluated

our Re-ID method on VeRi776 dataset for comparison with

state-of-the-art methods, and the VeRi776 dataset was not

used in AI City Challenge.

4.1. Datasets and Evaluation Metric

In the dataset for Track 2, there are 85,058 images, of

which 52,717 come from 440 vehicle identities in the train-

ing set and 31,238 from the other 440 vehicle identities in

the test set. An additional 1,103 images are used as queries.

In the dataset for Track 3, there are six scenarios with

46 cameras which include 16 intersections. Three of the

scenarios with 36 cameras are used for training, two scenes

of the scenarios with 23 cameras are for validation, and the
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Figure 7. Examples of transitions for tracklet pairs with non-overlapping FOV between different camera views. The movement (blue) can

be described by zone list [3, 4], while the other movement (green) can be described by zone list [1, 2]. The movement with the same color

under different cameras will be the matching candidates.

remaining one is for testing. It contains 313931 bounding

boxes for 880 annotated vehicle identities.

The mean Average Precision mAP [49] is used for Re-

ID model performance evaluation. We also used Rank1
to measure the percentage of the queries that get the true

positive result ranked in the top 1 position.

We adopted IDF1 [33] as the tracking evaluation metric.

Denote IDTP as the count of true positive IDs, IDTN as

the count of true negative IDs, IDFP as the count of false

positive IDs, and IDFN as the count of false negative IDs.

The IDF1 could be calculated as:

IDF1 =
2IDTP

2IDTP + IDFP + IDFN
(4)

4.2. Implementation Details

Our system is implemented under the Pytorch frame-

work and NVIDIA 1080Ti GPU platform. We trained the

Re-ID model via the SGD optimizer with a momentum of

0.9. The images are resized to 384×384, and batch size is set

to 64 with 4 images per vehicle. As for the learning rate, we

adopted the learning rate warm-up strategy and cosine rule

to avoid premature over-fitting. In Table 2, we provided all

the values of the tuned parameters in our experiment.

Parameter Value

γ 0.9

α 0.3

β 0.05

λ 0.08

disThresh 20

featThresh 0.7

matchThresh 0.2

t 0.8

R 200

Table 2. The tuned parameters set in our experiment.

4.3. Ablation Study on Single­Camera Tracking
(SCT)

We evaluated the effects of our tracking strategies in this

place. We selected S01 from the training set as our valida-

Method Performance

With TU X X X

With VFE X X

With TMS X

IDF1(%) 72.57 82.96 88.40 90.34

Table 3. Comparison with different strategies in online multi-

object tracking.

tion set, in which unlabeled vehicles are removed by data

pre-processing.

TU corresponds to using our tracker update strategy,

VFE corresponds to using our Re-ID module for robust vi-

sual features extraction, and TMS corresponds to using tem-

plate matching strategy. As shown in Table 3, the tracker

update strategy (TU) reduces the identity switches substan-

tially and increases the IDF1 by more than 10%, from

72.57% to 82.96%. The visualization results of using the

tracker update strategy are shown in Figure 4, we can get a

more accurate position of the tracking target by our tracker

update strategy. The template matching strategy (TMS) and

using our Re-ID module as visual features extractor (VFE)

also achieved an impressive performance that effectively

improves the IDF1 of SCT from 82.96% to 90.34%. As

shown in Figure 5 (b), we can re-associate the discontinu-

ous tracklets after using the template matching strategy.

Method Performance

With data balance X X X X X

With spatial attention X X X

With synthetic data X X X

With attribute Re-ID X

mAP (%) 43.95 47.41 52.95 52.77 57.62 60.08

Rank1(%) 82.82 85.98 87.59 89.01 90.43 90.89

Table 4. Ablation study on vehicles Re-ID.

4.4. Ablation Study on vehicles Re­ID

The training set of Track 2 includes 440 vehicles. To

conduct the ablation studies of the important components,

we split 40 vehicle ID as the validation set from the train-

ing set, while left out the 400 vehicle IDs for training. we

also evaluated the performance of the synthetic data on the



Method mAP (%) Rank1(%)

UMTS [15] 75.9 95.8

PVEN [30] 79.5 95.6

SAVER [18] 79.6 96.4

VOC-ReID [52] 82.8 97.6

Our baseline model 80.0 96.6

Our baseline model (+spatial attention) 83.4 97.8

Table 5. Comparison with state-of-the art methods on VeRi776.

Rank Team ID Team Name mAP

1 49 DMT 0.7445

2 9 NewGeneration 0.7151

3 7 CyberHu (Ours) 0.6650

4 35 For Azeroth 0.6555

5 125 IDo 0.6373

Table 6. The public leader board of Track 2.

Rank Team ID Team Name IDF1

1 75 mcmt 0.8095

2 29 fivefive 0.7787

3 7 CyberHu (Ours) 0.7651

4 85 FraunhoferIOSB 0.6910

5 42 DAMO 0.6238

Table 7. The public leader board of Track 3.

validation set. As shown in Table 4, by balancing the Re-

ID data, we improved the performance to 47.41% mAP .

Training the Re-ID model with synthetic data and imple-

menting the spatial attention mechanism produced a similar

performance that brings almost 5.5% mAP gains. Exploit-

ing the three methods above together further improved the

performance to 57.62% mAP . Utilizing the attributes fea-

tures by attributes Re-ID models further get 2.46% mAP

increasing, from 57.62% mAP to 60.08% mAP .

4.5. Re­ID Performance on VeRi776 Dataset

We also performed our Re-ID method on VeRi776

dataset and compared it with state-of-the-art methods in Ta-

ble 5. Our baseline Re-ID model outperforms other state-

of-the art methods, and applying spatial attention can fur-

ther boost the performance. We only utilized the training

set in VeRi776 for training and did not adopt other augmen-

tation strategies such as using vehicle attribute (e.g., color

and type) bias.

4.6. Performance on the CVPR AI City Challenge
2021

We (team ID 7) both participate in the City-Scale Multi-

Camera Vehicle Re-Identification task (Track2) and City-

Scale Multi-Camera Vehicle Tracking task (Track3) .

In Track2, the result of our submission on the private

test set is shown in Table 6. We rank third place on the

final public leaderboard with an mAP score of 66.50%. In

addition, our proposed MCVT system has achieved third

place and yielded 76.51% IDF1 for Track3, as shown in

Table 7.

5. Conclusion

In this paper, we proposed a novel MCVT system that

has achieved top-3 ranking both in Track 2 and Track 3 of

the AI City Challenge. Our system includes single-camera

tracking (SCT), vehicle re-identification(Re-ID), and multi-

camera tracklets matching (MCTM). We adjusted the struc-

ture of the MCVT system. The coarse visual features ex-

traction step for SCT is removed now. The SCT and the

MCTM directly take the precise visual features from the

Re-ID module as input, which saves the system from re-

peated calculation. For the SCT module, we proposed a

tracker update strategy and template matching strategy to

improve its precision. For the Re-ID module, we designed

a spatial attention method based on background modeling

and a vehicle attributes Re-ID method to get discriminant

visual features for the SCT and the MCTM. For the MCTM

module, we fully utilized the spatial-temporal information

to narrow the matching candidates, and formulated the un-

certainty of tracklets matching to get synchronization re-

sults for the MCVT task.

These improvements contribute to the final accuracy of

66.50% mAP for Track 2 and 76.51% IDF1 for Track 3.

We also achieved state-of-the-art results on the VeRi776

dataset. Experimental results show the robustness of our

system and it is easy to be upgraded by improving each

component further.
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