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Abstract

Facial micro-expressions are brief, rapid, spontaneous
gestures of the facial muscles that express an individual’s
genuine emotions. Because of their short duration and sub-
tlety, detecting and classifying these micro-expressions by
humans and machines is difficult. In this paper, a novel
approach is proposed that exploits relationships between
landmark points and the optical flow patch for the given
landmark points. It consists of a two-stream graph atten-
tion convolutional network that extracts the relationships
between the landmark points and local texture using an op-
tical flow patch. A graph structure is built to draw-out tem-
poral information using the triplet of frames. One stream is
for node feature location, and the other one is for a patch
of optical-flow information. These two streams (node loca-
tion stream and optical flow stream) are fused for classifica-
tion. The results are shown on, CASME Il and SAMM, pub-
licly available datasets, for three classes and five classes
of micro-expressions. The proposed approach outperforms
the state-of-the-art methods for 3 and 5 categories of ex-
pressions.

1. Introduction

Facial expressions play a vital role in social interactions.
The facial expressions are categorized into two groups: fa-
cial macro-expressions and facial micro-expressions. Fa-
cial macro-expressions are prolonged, have large inten-
sity, and are easily recognizable by humans and machines.
The research in spotting and classification of facial macro-
expressions has been one of the key research areas of com-
puter vision. Compared to the research in the field of
macro-expressions recognition, micro-expressions is rela-
tively new. Facial micro-expressions (MEs) are brief, sub-
tle, rapid, and involuntary facial muscle movements beneath
the skin, and the time-frame of these expressions is less
than a fraction of a second. These facial micro-expressions
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show the person’s genuine emotions [!]. These micro-
expressions cannot be faked, concealed, or used to deceive
an individual’s true feelings or state-of-the-mind. Micro-
expressions cannot be identified or recognized easily by a
human without any training. Micro-expressions have a wide
range of applications in the fields of lie detection, online
learning, security, health care (depression recovery, thera-
pies, and more), and online gaming. Therefore, it is neces-
sary to develop a micro-expression recognition system.

In the last decade, micro-expression recognition was
based on the traditional hand-crafted approaches such as
Local Binary Pattern with Three Orthogonal Planes (LBP-
TOP) [2], Bi-Weighted Oriented Optical Flow (Bi-WOOF)
[3], and 3D Histogram of Oriented Gradient (3DHOG) [4]
to extract the spatio-temporal information. However, these
techniques need improvements to recognize subtle changes
in the facial muscle movements. With the recent advance-
ment in the deep learning field, researchers have used con-
volutional neural networks (CNN) to extract features for the
classification of micro-expressions. For instance, Liong et
al. [5] used a divide and conquer approach to identify the
apex frame. They used an onset frame and an apex frame
to extract the optical flow features and further classified
them using CNN. Peng et al. [6] used a two-stream 3D-
CNN model to accommodate different frame-rates of facial
micro-expression videos and extract the spatio-temporal
features. Another approach [7] determines the occurrence
of facial muscle movements represented by Action Units
(AUs) and classifies them using CNN.

The classification of facial micro-expressions is a chal-
lenging task due to three important characteristics: (i) sub-
tle behavior (low intensity of facial expressions), (ii) brief
and rapid change, and (iii) short time duration (less than
a second). Another significant problem with facial micro-
expression classification is the lack of adequate and bal-
anced training data. The limited and unbalanced data make
the training of an end-to-end neural network model chal-
lenging, it results in higher accuracy for the majority class.
Thus, resulting in biased prediction results.



To overcome the above significant issues, we propose a
approach for end-to-end training of a novel graph structure
that is used to extract the temporal information using the
triplet of frames and a two-stream Graph Attention Con-
volutional Neural Network (GACNN) model using the rela-
tionship between the landmark points location information
and the optical flow patch information. To address the un-
balanced data samples issue, we use videos from the other
datasets of the same class to increase the number of sam-
ples of data. In addition to the above data augmentation
approach, we use various amplification factors of EMM [§]
technique to maximize the number of data samples for the
class with lower data samples, thus, balancing the dataset.

The rest of this paper is organized as follows. In section
2, we introduce the related works and our contributions. In
section 3, we explain the technical approach for the clas-
sification of facial micro-expression videos. In Section 4,
we present the qualitative and quantitative experimental re-
sults, including ablation study results. Finally, in section 5,
we present conclusions and future work.

2. Related Work and Contributions

Micro-expression recognition (MER) has received a lot
of interest in the last decade, but limited work has been
done until now. The methods used in the classification of
micro-expressions are based on various feature extraction,
namely: i) handcrafted feature extraction, ii) convolutional
neural network, and iii) graph networks.

2.1. MER using Handcrafted Features

Zhao et al. [2] used a handcrafted approach such as Lo-
cal Binary Patterns with Three Orthogonal Planes (LBP-
TOP) to extract the facial features robust to illumination
changes for classifying micro-expressions. These LBP-
TOP features help in discriminating the local texture fea-
ture information by translating the vector code into his-
tograms on three planes (XY, XT, YT). Finally, the his-
tograms of these planes are concatenated into a single his-
togram feature. Davison et al. [3] proposed a temporal fea-
ture extractor known as 3D Histogram of Oriented Gradient
(3DHOG). The 3DHOG approach extracted texture features
from all three directions of motion for the classification. Li-
ong et al. [4] proposed to use only the apex frame (high-
intensity expression frame) of the video. The feature extrac-
tor Bi-Weighted Oriented Optical Flow (Bi-WOQOF) is used
to enhance the apex frame feature for classifying the micro-
expressions. Liong ef al. [9] used optical flow and optical
strain magnitudes to classify the micro-expressions on the
two datasets CASME II and SMIC. Liu et al. [10] used
optical flow features and processed the textual features us-
ing affine transformation to remove any sensitivity of head
movements and lighting conditions. Furthermore, the facial

areas are divided into regions-of-interest (ROIs). They used
support vector machine (SVM) to classify expressions.

2.2. MER using Convolutional Neural Networks

Khor et al. [11] proposed a CNN-LSTM method called
ELRCN, which used both optical flow and optical strain fea-
tures as inputs to the CNN-LSTM network that extracted
spatio-temporal features. Further, Support Vector Machines
(SVM) is used to classify the videos. Peng et al. [6] pro-
posed a two-stream 3D CNN model called Dual Temporal
Scale Convolutional Neural Network (DTSCNN). Different
frame rates of facial micro-expression videos are accommo-
dated by the two-stream 3D CNN models. Liong et al. [5]
used a divide-and-conquer approach to determine the apex
frame. They used the onset frame and apex frame to ex-
tract the optical flow features and further classified them
using CNN. Kumar ef al. [12] eliminated the low-intensity
expression frames of the video in the frequency domain.
The rest of the remaining high-intensity expression frames
are converted into a single-motion magnified avatar image.
Then the avatar image [13] is used as an input to the CNN
model to classify the expressions. Khor et al. [14] pre-
sented a robust approach that learned micro-expression fea-
tures by exploiting two-stream CNNs with heterogeneous
motion-based inputs called Dual-Stream Shallow Network
(DSSN). Xia et al. [15] proposed a framework that lever-
ages macro-expression datasets as a guidance system to as-
sist the micro-expression network. They used two disen-
tangle networks, MicroNet, and MacroNet to extract the
features. The MacroNet is fixed and used to guide the
fine-tuning of MicroNet from both facial features and label
space.

2.3. MER using Graph Networks

Lo et al. [16] proposed an AU-oriented graph convolu-
tional neural network, namely MER-GCN. They used 3D
CNN to extract the AU features and then appllied the GCN
network to determine the dependency among AU nodes
for ME recognition. This was the first work using AU-
based GCN to classify facial micro-expressions. Lei et al.
[17] used transfer learning to magnify the MEs using the
learning-based video motion magnification and extracted
shape information. A novel graph temporal convolutional
network is proposed to extract the local muscle movement
features. They used two channels, one for node features
and the other for the edge feature extraction. Xie et al.
[18] proposed a recognition approach by combining emo-
tion category labels and AUs. They modeled AUs based
on relational information and integrated it with the AUs
recognition task. They used generative adversarial networks
(GANG) for data augmentation in imbalanced datasets.



2.4. Contributions

The contributions of this paper are given below:

* We propose an end-to-end landmark-assisted two-
stream Graph Attention Convolutional Network,
which integrates landmark points location with optical
flow information to classify facial micro-expressions.

* We design a graph to extract the temporal information
using the triplet of frames structure. We use a two-
streams graph attention network, one for node loca-
tions and the other for optical flow patch information,
and later fuse them. We describe an approach to au-
tomatically select the high intensity expression frames
from the video based on the optical flow magnitude.

* We provide a comprehensive evaluation of the pro-
posed approach on two publicly available datasets for
3 and 5 classes of facial micro-expressions.

3. Proposed Approach

The overall framework of our method for the classifica-
tion of facial micro-expression is shown in Fig. 1. First,
we use Eulerian Motion Magnification (EMM) to amplify
the signals and extract the magnified input video. Second,
we define an approach to automatically select the high-
intensity expression frames and remove the rest of low-
intensity frames using a optical flow magnitude threshold
value. We use dlib software [19] to detect the landmark
points on the face. Based on these detected landmark points,
we construct our graph and calculate the optical flow patch
feature information at the selected landmark points. Fi-
nally, we classify the micro-expressions using a two-stream
Graph Attention Convolutional Neural Network using the
landmark points location information and the optical flow
patch information.

3.1. Eulerian Motion Magnification

Eulerian Motion Magnification (EMM) [8] amplifies the
small motions in videos by integrating spatial and temporal
processing to pay attention to the subtle facial features in a
video. The advantages of using EMM are as follows: firstly,
magnifying the videos helps in exaggerating the small sig-
nals and makes it easier for the human eye to recognize
these micro-expressions. Secondly, to balance the database,
we can use different amplification factors o and augment
the datasets using these samples in the training sets.

The selection of the right amplification factor to magnify
the videos is crucial. Higher the value of «, more artifacts
are added in the video due to the noise amplification. There-
fore, we select lower values of « to magnify our videos. We
chose a preset value of « to be from 2 to 5. We ran an ex-
periment to determine the best o value using the PSNR ratio

and visually noticed the deformation of videos at « values
five and above. Lei et al. [17] also show that the higher the
« value, the video quality gets worse. Therefore, we finally
chose « to be 4 for our testing samples during the experi-
ments. For training process and to balance the datasets, we
use a equal to 1, 2, 3, 4 and 5. The EMM with different «
values ranging from 1 to 4 is shown in Fig. 2.

3.2. Frame Selection Approach

Since micro-expressions are subtle and last less than a
fraction of a second, we are only concerned with frames
that have high-intensity expression information for the clas-
sification task. Therefore, it is crucial to remove the low-
intensity expression frames from the video.

We calculate the optical flow [20] for the video frames,
and obtain its magnitude for each frame. A graph using the
flow magnitude (vs) the frame number is shown in Fig. 3.
Next, we calculate the threshold value by taking the aver-
age flow magnitude values of the first five video frames. Fi-
nally, we remove the low-intensity frames using the thresh-
old value equal to 1.25 times the average flow magnitude
of the first five video frames. Any frames having above the
threshold values are selected and, the rest of the frames are
discarded. We require a minimum of 3 frames (the graphs
are connected from current frame to the previous frame and
the future frame) for our graph construction to extract the
temporal information. In any scenario, if any of the videos
do not have the required 3 video frames then, we select all
the video frames for the classification task. The reason for
the selection of higher and strict threshold values is to re-
duce the number of frames for the training and testing pro-
cess because the graph networks are slow to converge.

3.3. Landmark Points Detection and Node Feature
Extraction

We use dlib software [19] to obtain 68 landmark points.
But, all these landmark points are not predominant for the
classification of facial micro-expressions. As a result, we
eliminate the landmark points along the face’s contour area,
as well as a few points on the nose and the inner points of
the mouth. Finally, 37 landmark points are remaining out
of 68. We add a few extra reference points on the forehead
region (10) (above the eyebrow region) and near the mouth
region (4) of the face as shown in Fig. 4. These landmark
points are obtained and added using the onset frame of the
video. These 14 landmark points are used as reference for
all video frames. The significance of these points is that we
capture the subtle changes on the forehead region and near
the cheek regions. The other important information that we
obtain is how other landmark points move with respect to
these 14 reference landmark points. Now, we have a total
of 51 landmark points on the face as shown in Fig. 4

After extracting the 51 landmark points on the face re-
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Figure 1: The overall architecture of our approach. (a) pre-processing step magnifies the input video. Further, we remove the
low-intensity expression frames. (b) Creates a graph structure using landmark points and optical flow features, and (c) graph
attention convolutional network for training the graph representation and, classification.
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Figure 3: Elimination of the low intensity expression frames
from the video using a threshold value for the optical flow
magnitude.
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points located on the forehead with the eye and eyebrow re-
gions. The 4 landmark points near the mouth regions are
connected. We use node locations as the feature vector for
the first stream of graph network.

a=3 a=4

For the image features, we calculate the optical flow for

Figure 2: EMM for different « values ranging from 1 to 4 a patch size of 10x 10 domain at the respective landmark lo-
cation as shown in Fig. 5. The reason for selecting a /0x 10

patch size is that we do not want to miss any changes in

gion, we connect the landmark points based on the human the facial muscle movement near the landmark points. The
facial structure. Later we connect the 10 reference landmark other reason is that we have motion magnified the video
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Figure 4: Graph structure of an input frame with 51 land-
mark points. The red color points (14) are reference points
added to capture extra information on the forehead and near
the cheek and mouth region.
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Figure 5: The process of obtaining the optical flow patch
information. (a) are the input frames of video, (b) 10x 10
optical flow feature matrix is the patch around each land-
mark point, and (c) optical flow feature vector as an input
for the graph node features.

samples. Therefore, the new magnified videos are not sub-
tle anymore. The /0% 10 optical flow feature matrix is flat-
tened to a 1D of size 100x [ optical flow feature vector. The
reason to flatten the matrix to vector is to extract the edge
features and reduce the amount of computation. The optical
flow feature vector is an input to the second stream of the
graph network for 51 features.

3.4. Facial Graph Structure
The basic building block for the graph structure is the
node data and edge data which can be shown as follows:
G=(N,E) ey

where N = Nodes and E = Edges. N is the number of
landmark points selected based on the facial regions. In

our case, N = ny, ng, n3, ...., n51. The E is the number
of edges obtained by the connection between two nodes,
where E = (e12, €13, €24, .., €;;), and i and j are the re-

spective nodes. The graph structure is shown in Fig. 4.
The nodes and edges will move based on the facial muscle
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Figure 6: Architecture of Two-Stream Graph Attention
Convolutional Neural network. GAP stands for global aver-
age pooling.
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movements. Each micro-expression class will have differ-
ent patterns of muscle movement on the face. Therefore, the
muscle movements of nodes and edges will vary, and thus,
graph structure can be used for the classification of facial
micro-expressions.

We designed a graph to extract the temporal information
using the triplet of frames structure (three video frames).
Here, the current frame is connected to both the previous
frame and the future frame. The entire video is converted
into a single graph with connections to the frames using
triplet of frames.

3.5. Two-Stream Graph Attention Convolutional
Network

To extract the temporal features from the video, we de-
signed a novel Two-stream Graph Attention Network for
training the graph structure shown in Fig. 6. We design
a triplet of frames structure. The entire video is converted
into a single graph using triplet of frames. We extract the
node features and optical flow features for the classification.

In the attention task for the graph structure, Velickovic et
al. [21] proposed Graph Attention Network (GAT) that em-
ploys self-attention of node features. The approach assumes
that the contributions of neighboring nodes to the central
nodes are neither identical nor predetermined like the Graph
Convolutional Network (GCN) model. GAT adopts to learn
the weights between two connected nodes using an attention
mechanism.

We use GAT [21] and (GCN) [22] to design our graph
network as shown in Fig. 6. We use three GACNN layers
with the ReLu activation function after each graph layer.
We use 64 hidden channels and, the concatenation opera-
tion is off, and the number of heads = 1 for the GAT layer.
We use the dropout function after the global average pool-
ing operation. For the first stream, the node feature vec-
tor size is equal to x and y coordinates and, for the sec-
ond stream, the length of the node vector is of size 100.



At the end of the fully connected layer of the two-stream
networks, the results are concatenated for the graph repre-
sentation of the two streams. Finally, the output is passed
through the final fully connected layer and softmax layer
for classification. We use Adam optimizer with the learn-
ing rate equal to 0.001. The learning rate decreases by half
every 100 epochs.

4. Experimental Results

In this section of the paper, the experimental details
will be described, including the datasets used, experimen-
tal setup, results, and ablation study.

4.1. Experimental Setup

We conduct experiments on two publicly available
datasets CASME II [23] and SAMM [24] datasets for the
evaluation on 3 and 5 classes of expressions. We evaluate
our results using leave-one-subject-out cross validation ap-
proach. The experiments were conducted on a workstation
running Ubuntu 16.04 with 64GB RAM and two NVIDIA
GeForce GTX 1080Ti GPUs. We use PyTorch for network
implementation.

4.2. Datasets and Preprocessing

The two publicly available datasets are: CASME II [23]
and SAMM [24]. Both the datasets use high-speed cameras
with 200fps and, the apex frame of each video is marked.
CASME I dataset has 255 video samples from 26 subjects
of 7 classes whereas, the SAMM database has 159 micro-
expression videos from 29 participants of 8 categories. We
are interested in classifying the expressions into 3 and 5
categories. The selection of CASME II and SAMM data
for 5 classes is based on the graph-based approach papers
[17] and [18] to compare our approach with their methods.
We use Leave-one-subject-out cross validation approach for
evaluation of our approach. Table. 1 and 2 shows the
dataset distributions for each expression class for CASME
IT and SAMM 3 and 5 class categories.

For better extraction of facial features, we aligned and
resized the image frames to 256x256. To solve the issue
of data imbalance, we used the data (Happy and Surprise)
from the other dataset while training for the class having
lower number of samples of videos to improve the train-
ing accuracy. Also, we used different magnitudes of motion
magnification (1, 2, 3, 4, and 5) to increase the data sam-
ples to overcome the class imbalance of the datasets during
training. The amplification factor of 4 is used during the
evaluation process and the other magnified samples are used
to increase the number of samples for the classes having the
least number of samples (happy, surprise, repression, and
contempt)

Table 1: Summary of the data distributions for CASME 11
and SAMM for 3 classes

Expression Class | CASMEII | SAMM
Negative 88 92
Positive 32 26
Surprise 25 15

Table 2: Summary of the data distributions for CASME II
and SAMM for 5 classes

Expressions | CASME II | Expressions | SAMM
Disgust 63 Anger 57
Happy 32 Happy 26
Surprise 25 Surprise 15
Repression 27 Contempt 12
Other 99 Other 26

4.3. Evaluation Metrics

We use the Unweighted F1 score to evaluate the recog-
nition performance and also use accuracy as a metric.

4.3.1 Unweighted F1 score (UF1)

F1 score provides equal emphasis on each class of the
datasets. From the confusion matrix, we compute the True
Positives (TP), False Positives (FP), and False Negatives
(FP) for each class c. The final balanced F1 score is com-
puted by taking the average for each class F1 scores shown
in equation (3).

2x TP,
Fl,= < 2
¢ 2xTP.+ FP.+ FN., @)
F1
UF1 = < 3
o (3)

where, F1. is F1-score for each individual class, C is the
number of classes.

4.3.2 Accuracy

The accuracy is calculated using the equation (4).

P
Acc = N x 100% “)

where P, is the total number of correct predictions and N is
the number of video samples.

4.4. Experimental Results

Table 3 shows the comparison of results between the
state-of-the-art methods and our approach for CASME
I and SAMM datasets for three categories of expres-
sions: Negative, Happy, and Surprise using the Leave-One-
Subject-Out Cross-Validation (LOSO-CV). LOSO-CV is a



Table 3: Comparison with the state-of-the-art approaches for CASME Il and SAMM datasets for 3 categories of expressions

Method Feature Extraction CASME Il SAMM
Approach Accuracy | F1 Score| Accuracy | F1 Score
Ngoetal. [25] Handcrafted 0.4900 0.5100 0.5900 0.364
Wanget al. [26] Handcrafted 0.4650 0.4480 0.4150 0.4060
Liong et al. [4] Handcrafted 0.5880 0.6100 0.5830 0.3970
Huanget al. [27] CNN 0.6400 0.6380 0.6380 0.6110
Khoret al. [14] CNN 0.7080 0.7300 0.5740 0.4640
Ganet al. [28] CNN 0.8828 0.8697 0.6818 0.5423
Kumaret al.[17] CNN 0.8621 0.8280 0.8195 0.7056
Loetal.[16] Graph based 0.5440 0.3030 0.5340 0.2830
Xieetal.[19] Graph based 0.7120 0.3550 0.5230 0.3570
Ours Graph based 0.8966 0.8695 0.8872 0.8118

Table 4: Comparison with the state-of-the-art approaches

for CASME Il datasets for 5 categories of expressions

Methods Descriptors | Accuracy | F1-Score
Khor et al. P9 LBP-TOP 0.3968 0.3589
Khor et al. 9] Alexnet 0.6296 0.6675
Kim et al. [30] CNN-LSTM 0.6098 N/A
Liong et al. B1] Bi-WOOF 0.6255 0.6500 |_. . : .
Zong etal. [7] | Hier. STLBP-IP| 0.6397 0.6125 Ellgsusrzs)T Confusion matrix for CASME2 datasets (3
Liu et al. [37 Sparse MDMO | 0.6695 0.6911
Lietal. [34] HIGO-Mag 0.6721 N/A
Huang et al. §5] | DISTLBP-RIP 0.6478 N/A
Peng et al. §4] ME-Booster 0.7085 N/A
Khor et al. P9 DSSN 0.7078 0.7297
Khor et al. P9 SSSN 0.7119 0.7151
Leietal. [L7] Graph TCN 0.7398 0.7246
Ours GACNN 0.8130 0.7090

Figure 8: Confusion matrix for SAMM datasets (3 classes)

Table 5: Comparison with the state-of-the-art approaches
for SAMM datasets for 5 categories of expressions

Method Descriptors| Accuracy | F1-Score
Khor et al.p9 LBP-TOP 0.3968 0.3589
Khor et al. P9 CNN 0.5294 0.4260
Khor et al. P9 SSSN 0.5662 0.4513
Khor et al. P9 DSSN 0.5735 0.4644
Lei.etal. [L7] | Graph TCN| 0.7500 0.6985

Ours GACNN 0.8824 0.8279

performs all the state-of-the-art methods as shown in Ta-
ble 3. For CASME |l datasets, our approach g&t88%
higher accuracy results and F1-Score is loweO82%6 as
compared to Gan et aPf]. The confusion matrix for the
CASME Il dataset (3 classes) is shown in Fig. Simi-
larly, for the SAMM dataset our approach improves accu-
racy by6.7®6 and F1-Score is higher H40.626 as com-
pared to other methods. Our approach de&tsiéy higher
accuracy an82.08% better F1-Score when compared to the
current graph-based approaches for the CASME Il dataset.

K-fold cross-validation technigue, with K equal to N sub- Similarly, for the SAMM dataset, our method g&8.42%0
jects, which means we repeat the experiment N times with higher accuracy and5.48% better F1-Score when com-
N-1 subjects for the training process and the remaining 1 pared to current graph-based approaches for the classi -
subject for the testing. As a measure of the robustnesscation of 3 classes. The confusion matrix for the SAMM
of our approach, we quantify our results using balanced dataset (3 classes) is shown in Rig.

metrics: Unweighted F1 score and Accuracy. Our two-

The comparison results (5 classes) for the CASME I

stream graph attention convolutional neural network out- dataset using the state-of-the-art approaches and our ap-












