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1. Supplementary Material
1.1. Implementation Details

Paremeters Selection. In this work we have several
parameters: α2D, αepi, τ , ε are thresholds of 2D veloc-
ity, epipolar distance, time interval and number of positive
affinities respectively, λα is a penalty rate of time interval.
Here we show our empirical selections of parameters for
each dataset in Table 1. α2D, αepi, τ , ε are based on the
frame size and the distance between people and camera.
For Campus [1], the image size is 360 × 288 and the ac-
tors are far from cameras. Therefore, α2D and αepi is set to
be smaller number. Yet ε adjust with a strict value since ac-
tors are mostly captured completely, and we expect that 2D
poses can all be accurately estimated. On the other hand,
Shelf [1] and Panoptic [2] have larger image size and hu-
mans are captured in a small area which is close to cameras.
Thus, occlusion and out-of-view often occur. We then de-
fine the parameter with a more flexible value. For other two
parameters, τ and λα basically depends on the fps of video,
e.g. the three datates are all captured at 25 fps.

Dataset Campus Shelf Panoptic
α2D 30 70 60
αepi 15 60 30
τ 3 3 3
ε 14 10 10

λα 3 3 3

Table 1: Parameters selection for different datasets.

Initialization Procedure. To introduce our 3D pose initial-
ization procedure more clearly, it is detailed in Algorithm 1.

1.2. Qualitative Results

Here, we demonstrate more qualitative results of our ap-
proach on three datasets in Figure 1, Figure 2 and Figure 3.

Algorithm 1: Initialization Procedure
Input:
Unmatched 2D poses Uc|c ∈ C
Previously tracked 3D skeletons Xt′ ∈ P at time t′

Output:
New tracked skeletons {Xt} at time t

1 Initialization: U← unmatched 2D poses of Camera 1
2 foreach c ∈ {C− c1} do
3 Uc ← unmatched 2D poses of Camera c

4 E ∈ R|U|×|Uc|

5 foreach xt ∈ U do
6 foreach xt,c ∈ Uc do
7 E← EpipolarConstraint(U,Uc)
8 Match(xt,xt,c),U′c ←

HungarianAlgorithm(E)
9 U← U ∪ U′c

10 end
11 end
12 end
13 foreach xcluster ∈ U do
14 if Length(xcluster) ≥ 2 then
15 P̂← JointsFilter(xcluster)

16 Xt ← 3DReconstruction(P̂)
17 P← P ∪ {Xt}
18 end
19 end
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Figure 1: Qualitative results of Panoptic, three sub-datasets is demonstrated.

Figure 2: Qualitative result of Campus

Figure 3: Qualitative result of Shelf


