A. Experimental details

Documented PyTorch code to perform and build upon the experiments described in this paper is available online: https://github.com/GMvandeVen/class-incremental-learning.

A.1. Technical details of the compared methods

This section provides the technical details of the methods compared against in Table 2 in the main text. Most of the compared methods use deep neural networks that are trained by minimizing the multi-class cross-entropy loss (although some methods have additional terms in the loss function, see below) given by:

\[ \mathcal{L}_{\text{CE}}(\theta; x, y) = -\log p_{\theta}(Y = y|x) \]

(1)

whereby \( p_{\theta}(Y = y|x) \) is the probability that input \( x \) belongs to class \( y \) as predicted by the neural network with parameters \( \theta \). These probabilities are computed by performing a softmax normalization on the activations of the final output layer of the network. It is important to note that this softmax normalization is only performed over the output units of the classes that have been seen by the network up to that point in time. In other words, the networks are trained with an “expanding head” [13] or only the classes seen so far are set as “active” [17]. In this Appendix, this way of training a deep neural network is referred to as the “standard way”.

In addition to the methods discussed below, the performance of the following two baselines is reported in Table 2 in the main text:

- **None**: The base neural network is sequentially trained on all tasks in the standard way. This baseline suffers from severe catastrophic forgetting, and is included as a lower bound.

- **Joint**: The base neural network is trained on all classes at the same time. For this baseline the same total number of iterations is used as for the incremental training protocols, with the difference that in each iteration the training data is randomly sampled from all classes rather than just from the classes in the current task. This baseline can be seen as an upper bound.

A.1.1 Deep generative replay

With deep generative replay [DGR], following [14], a separate generative model is trained to generate input samples to be replayed. We use a variational autoencoder [VAE; 8] as generator. The encoder network of the VAE is always similar to the base network (except for the final softmax layer) and the decoder network is the mirror image of the encoder network; see Section A.3 for the exact VAE architectures used for each benchmark. The classifier, or main model, is simply the base neural network.

Except on the first task, both the classifier and the generator are trained with replay. The replay is generated by sampling inputs from a copy of the generator, after which those inputs are labelled as the most likely class as predicted by a copy the classifier. The versions of the generator and classifier used to produce the replay are temporarily stored copies of both models after finishing training on the previous task. Following [16], for both the classifier and the generator, the total loss is a weighted sum of the loss on the data from the current task and the loss on the replayed data: \( \mathcal{L} = \frac{1}{\text{tasks so far}} \mathcal{L}_{\text{current}} + (1 - \frac{1}{\text{tasks so far}}) \mathcal{L}_{\text{replay}} \). For the main model, \( \mathcal{L}_{\text{current}} \) and \( \mathcal{L}_{\text{replay}} \) are the cross-entropy loss (see Eq. 1). For the generator, \( \mathcal{L}_{\text{current}} \) and \( \mathcal{L}_{\text{replay}} \) are the VAE loss (see Eq. 13). In each iteration, the number of replayed samples is equal to the number of samples from the current task.

A.1.2 Brain-inspired replay

For brain-inspired replay [BI-R] we follow the exact protocol as described in [15], using the code released by the au-
thors. We use all five of the proposed modifications (distillation, replay-through-feedback, conditional replay, gating based on internal context and internal replay). Because the internal replay component of BI-R relies on the availability of a pre-trained feature extractor, we do not use BI-R on the MNIST and CIFAR-10 benchmarks. Note that BI-R has a hyperparameter $X$, which controls the percentage of hidden units in the decoder that is masked per class (see Section A.5).

### A.1.3 EWC & SI

For elastic weight consolidation [EWC; 9] and synaptic intelligence [SI; 18], the base neural network is trained in the standard way, except that a regularization term is added to the cross-entropy loss: $L = L^{CE} + \lambda L^{REG}$, whereby hyperparameter $\lambda$ controls the regularization strength (see Section A.5). This regularization term penalizes changes to parameters important for previously learned tasks.

**EWC** The regularization term for EWC is given by:

$$L^{REG}(\theta) = \sum_{k=1}^{K-1} \left( \frac{1}{2} \sum_{i=1}^{N_{params}} (\theta_i - \hat{\theta}^{(k)}_i) \right)^2$$  \hspace{1cm} (2)

whereby $K$ is the current task, $\hat{\theta}^{(k)}_i$ are the parameters of the network after training on task $k$ and $F^{(k)}_{ii}$ is the estimated importance of parameter $i$ for task $k$. This last one is calculated as the $i$th diagonal element of the Fisher Information matrix of task $k$:

$$F^{(k)}_{ii} = E_{x \sim S^{(k)}} \left[ \sum_{c=1}^{N_{classes}} \frac{\partial \log p(y = c|x)}{\partial \theta_i} \right]^2 \hspace{1cm} (3)$$

whereby $S^{(k)}$ is the training data of task $k$ and $\hat{y}^{(c)}_c = p(\hat{y}^{(c)}_c | Y = c|x)$.

**SI** The regularization term for SI is given by:

$$L^{REG}(\theta) = \sum_{i=1}^{N_{params}} (\hat{\theta}^{(K-1)}_i) \left( \theta_i - \hat{\theta}^{(K-1)}_i \right)$$  \hspace{1cm} (4)

whereby $K$ is the current task, $\hat{\theta}^{(K-1)}_i$ are the parameters of the network after training on task $K-1$ and $\Omega_i^{(K-1)}$ is the estimated importance of parameter $i$ for the first $K-1$ tasks. To calculate these $\Omega_i^{(K-1)}$, after each task $k$, a per-parameter contribution to the change in loss is computed:

$$\omega_i^{(k)} = \sum_{t=1}^{N_{iters}} \left( \hat{\theta}_i[t^{(k)}] - \hat{\theta}_i[t^{(1)}] \right) - \frac{\delta L_{total}[t^{(k)}]}{\delta \theta_i} \hspace{1cm} (5)$$

whereby $N_{iters}^{(k)}$ is the number of iterations for task $k$, $\hat{\theta}_i[t^{(k)}]$ is the value of the $i$th parameter after the $t^{th}$ training iteration on task $k$ and $\frac{\delta L_{total}[t^{(k)}]}{\delta \theta_i}$ is the gradient of the loss with respect to the $i$th parameter during the $t^{th}$ training iteration on task $k$. The $\Omega_i^{(K-1)}$ are then calculated as:

$$\Omega_i^{(K-1)} = \sum_{k=1}^{K-1} \left( \frac{\omega_i^{(k)}}{\Delta_i^{(k)}} \right)^2 + \xi \hspace{1cm} (6)$$

whereby $\xi$ is a dampening term that was set to 0.1 and $\Delta_i^{(k)} = \hat{\theta}_i[N_{iters}^{(k)}] - \hat{\theta}_i[0^{(k)}]$, where $\hat{\theta}_i[0^{(k)}]$ is the value of parameter $i$ when training on task $k$ started.

### A.1.4 CWR, CWR+ & AR1

**CWR** For the method ‘CopyWeights with Re-init’ [CWR; 10], the base neural network is trained on the first task in the standard way. After the first task, all parameters of the network are frozen except for the parameters of the output layer. For the parameters of the output layer, two copies are maintained: a temporary version denoted $tw$, and a ‘consolidated’ version denoted $cw$. Training is done with $tw$. Before starting training on each task, $tw$ is randomly re-initialized. After finishing training on each task, the parameters in $tw$ corresponding to the classes of that task are copied over into $cw$. For testing, $cw$ is used.

**CWR+** An improved version of CWR, called CWR+, was proposed in [13]. CWR+ has two differences compared to CWR. First, before each task, the parameters in $tw$ are set to zero rather than randomly (re-)initialized. Second, after each task, the parameters in $tw$ are first standardized by subtracting their mean (with the mean taken over all classes seen up to that point, and with a separate mean for the weights and the biases), and then the standardized parameters corresponding to the classes of that task are copied over into $cw$.

**AR1** Building upon CWR+, Maltoni & Lomonaco [13] also proposed AR1. This method is similar to CWR+, except that the parameters of the hidden layers are not frozen after the first task. Instead, a modified version of SI is used. The first modification is that SI is only used for the parameters of the output layer and not for the parameters of the hidden layers. The second modification is that $\Omega_i^{(K-1)}$ in Eq. 4 is replaced by $\tilde{\Omega}_i^{(K-1)} = \max \{\Omega_i^{(K-1)}, \Omega_{max}\}$, with $\Omega_{max}$ a newly introduced hyperparameter that limits the extent to which each parameter could be regularized (see Section A.5).
A.1.5 Labels trick

For the ‘labels trick’ [19], the base network is trained in the standard way, except that always only the classes from the current task are set as ‘active’ (see first paragraph of Section A.1). This means that the softmax normalization is only performed over the output units of those classes, and that the network is therefore only trained on the classes from the current task. Another way to phrase this is that the network is trained as if it is trained on a task-incremental learning problem [17]. A fundamental limitation of this trick is that the network is never trained to learn to distinguish between classes from different tasks.

A.1.6 SLDA

The method streaming linear discriminant analysis [SLDA; 4] learns a linear classifier of the form:

\[ \hat{y} = \arg \max_{c \in Y} \{ w_c^T x + b_c \} \] (7)

whereby \( w_c \) is the \( c \)-th row of weight matrix \( W \), \( b_c \) is the \( c \)-th element of bias vector \( b \) and \( \hat{y} \) is the predicted class label.

To learn \( W \) and \( b \), SLDA computes for each class \( y \) a mean vector \( \mu_y \) and associated count \( n_y \), as well as a single covariance matrix \( \Sigma \) that is shared between all classes. Updates to \( \mu_y \) and \( n_y \) are done in a “pure streaming” manner: they are initialized at zero and for each new training sample \((x, y)\) that arrives at time \( t \), they are updated as:

\[ \mu_y^{(t+1)} = \frac{n_y^{(t)} \mu_y^{(t)} + x}{n_y^{(t)} + 1} \] (8)
\[ n_y^{(t+1)} = n_y^{(t)} + 1 \] (9)

with \( \mu_y^{(t)} \) and \( n_y^{(t)} \), the versions of \( \mu_y \) and \( n_y \) at time \( t \). The covariance matrix is initialized on the first task using the Oracle Approximating Shrinkage estimator [2], which is a batch-wise computation. On subsequent tasks, updates to \( \Sigma \) are done in a streaming manner: for each new training sample \((x, y)\) that arrives at time \( t \), the following update is done:

\[ \Sigma^{(t+1)} = \frac{t \Sigma^{(t)} + \Delta^{(t)}}{t + 1} \] (10)

with \( \Delta^{(t)} = \frac{t}{t+1} (x - \mu_y^{(t)}) (x - \mu_y^{(t)})^T \) and \( \Sigma^{(t)} \) the version of \( \Sigma \) at time \( t \).

To perform classification, the rows of \( W \) and the elements of \( b \) are then computed as:

\[ w_c = \Lambda \mu_c \] (11)
\[ b_c = \mu_c^T \Lambda \mu_c \] (12)

where \( \Lambda = [(1 - \epsilon) \Sigma + \epsilon I]^{-1} \) and \( \epsilon = 0.0001 \).

With SLDA it is not possible to train the parameters of a deep neural network. However, as pointed out in [4], it is possible to use a pre-trained deep neural network as feature extractor. On the CIFAR-100 and CORE50 benchmarks, we use the pre-trained networks that are available for those benchmarks as feature extractor. On the MNIST and CIFAR-10 benchmarks, for which no pre-trained networks are available, we apply SLDA directly on the raw inputs.

A.2. VAE training

VAE models are trained both for the generative classifier and for the generative replay variants. In both cases, the setup of the VAE models and their training is similar, except that the VAE models of the generative classifier are smaller than those used for generative replay (see Section A.3).

Each VAE model consists of two deep neural networks: (1) an encoder network, parameterized by \( \phi \), mapping an input \( x \) to the mean \( \mu_\phi(x) \) and standard deviation \( \sigma_\phi(x) \) of the posterior distribution \( p_\phi(z|x) = N(z | \mu_\phi(x), \sigma_\phi(x)^2 I) \) over the latent variables \( z \); and (2) a decoder network, parameterized by \( \phi \), mapping a latent variable \( z \) to a reconstructed input \( \mu_\theta(z) \), which is used as the mean of a Gaussian observer model \( p_\theta(x|z) = N(x | \mu_\theta(z), I) \). The prior distribution over the latent variables \( z \) is the standard normal distribution: \( p_{prior}(z) = N(z | 0, I) \).

The parameters of these two networks are trained by maximizing a variational lower bound to the likelihood, or ELBO (see Eq. 4 in the main text), which is equivalent to minimizing the following loss function:

\[ \mathcal{L}_{VAE}(\phi, \theta; x) = E_{q_\phi(z|x)} \left[ - \log \frac{p_\theta(x, z)}{q_\phi(z|x)} \right] \]
\[ = E_{q_\phi(z|x)} [- \log p_\theta(x|z)] + D_{KL}(q_\phi(z|x)||p_{prior}(z)) \]
\[ = \mathcal{L}_{recon}(\phi, \theta; x) + \mathcal{L}_{latent}(\phi; x) \] (13)

whereby \( D_{KL} \) is the Kullback-Leibler divergence. The first term in this loss function can be simplified to:

\[ \mathcal{L}_{recon}(\phi, \theta; x) = E_{x \sim N(0, I)} \left[ \sum_{i=1}^{N_{recon}} (x_i - \hat{x}_i)^2 \right] \] (14)

whereby \( x_i \) is the \( i \)-th element of the original input \( x \) and \( \hat{x}_i \) is the \( i \)-th element of the decoded input \( \hat{z} \) of the \( z \)-th element of the decoded input \( \hat{z} = \mu_\phi(x) + \sigma_\phi(x) \odot \epsilon \). We estimate Eq. 14 with a single sample of \( \epsilon \) for each datapoint.
The second term in Eq. 13 is calculated analytically: \[ L_{\text{latent}}(\phi; x) = \frac{1}{2} \sum_{j=1}^{N_{\text{latent}}} \left( 1 + \log(\sigma_{\phi,j}^2) - \mu_{\phi,j}^2 - \sigma_{\phi,j}^2 \right) \]

where \( \mu_{\phi,j} \) and \( \sigma_{\phi,j}^2 \) are the \( j \)-th elements of \( \mu_{\phi}^2 \) and \( \sigma_{\phi}^2 \), and \( N_{\text{latent}} \) is the dimension of the latent space.

### A.3. Architectures & training settings

Neural network training is always done using the Adam-optimizer [7] with default settings (i.e., \( \beta_1 = 0.9, \beta_2 = 0.999 \)). Depending on the benchmark, the learning rate is 0.001 (MNIST and CIFAR-10) or 0.0001 (CIFAR-100 and CORe50).

#### A.3.1 MNIST

For the MNIST benchmark, the base neural network has two fully-connected hidden layers with 400 ReLU units each, followed by a softmax output layer.

For DGR, the generative model is a symmetric VAE with both the encoder network and the decoder network similar to the base network (i.e. two fully-connected layers with 400 units each). The dimension of the latent space is 100. The same architecture was used in previous studies [6, 17].

For our generative classifier implementation, we use VAE models with both the encoder network and the decoder network consisting of two fully-connected layers with 85 units. The dimension of the latent space is 5.

#### A.3.2 CIFAR-10

For the CIFAR-10 benchmark, following several previous studies [1, 3, 12], the base neural network is a slimmed down version of ResNet18 [5]. In each layer, this version has approximately three times less channels than the standard ResNet18: it has 20, 20, 40, 80 and 160 channels in the subsequent layers (instead of 64, 64, 128, 256 and 512). After the final residual block, global average pooling is applied, which is followed by the softmax output layer.

For DGR, the generative model is a VAE whereby the encoder network is similar to the base neural network (except that no pooling is used and there is no softmax output layer) and the decoder network is the mirror image of the encoder network. The dimension of the latent space is 100.

The VAE models that are used for the generative classifier have an encoder network that consists of three standard convolutional layers (with 15, 30 and 60 channels; each layer used batchnorm, ReLU non-linearities, a 3x3 kernel, a padding of 1 and a stride of 2), a decoder network that is the mirror image of the encoder network and a latent space of dimension 100.

1See Appendix B in [8] for the full derivation.

#### A.3.3 CIFAR-100

For the CIFAR-100 benchmark, following [15], the base neural network has five pre-trained convolutional layers (16, 32, 64, 128 and 254 channels) followed by two randomly-initialized fully-connected layers with 2000 ReLU units and a softmax output layer. The convolutional layers are the same ones as in [15]: they use batch-norm, ReLU non-linearities, a 3x3 kernel, a padding of 1, and a stride of 1 (first layer) or 2 (all other layers). They have been pre-trained on CIFAR-10 for 100 epochs using the ADAM-optimizer (\( \beta_1 = 0.9, \beta_2 = 0.999 \)), a learning rate of 0.0001 and a mini-batch size of 256. On this benchmark, all methods are run twice: once with the pre-trained convolutional layers frozen and once with those layers plastic. Reported for each method in Table 2 in the main text is the variant that performed best. For all methods this is the variant with the convolutional layers frozen, except for AR1 and the joint training baseline.

The generative model for DGR is a symmetric VAE with as encoder network the base neural network, as decoder network a mirror image of the encoder network and latent space dimension of 100. For BI-R, the combined classifier/generator model is the same as the VAE for DGR, except that the deconvolutional layers are removed from the decoder network and that a softmax output layer is appended to the top layer of the encoder network.

For the generative classifier, reminiscent of the approach of BI-R, we train the VAE models on the features extracted by the pre-trained convolutional layers rather than on the raw inputs. That means that the reconstruction loss of the VAE models is in the feature space instead of at the pixel level. The VAE models that we use have an encoder network and a decoder network both consisting of one fully-connected hidden layer with 85 ReLU units and a latent space with dimension 20.

#### A.3.4 CORe50

For the CORe50 benchmark, the base neural network is a standard ResNet18 that has been pre-trained on ImageNet (downloaded from PyTorch), followed by one fully-connected layer with 1024 ReLU units and a softmax output layer. For all methods, the parameters of the ResNet18 are frozen, and only the fully-connected layer and the output layer are trained.

On this benchmark we do not perform DGR, because we do not believe that training a pixel-level generative model in a pure streaming manner on CORe50 stands any chance of success (except perhaps if the full generative model has been pre-trained). For BI-R, the reconstruction objective is placed at the level of the features extracted by the pre-trained ResNet18. The model used for BI-R has an encoder network and a decoder network that both consist of...
A.4. Direct comparison between generative classifier (which a sample is drawn from the VAE model of that class) and a latent space of dimension 110. A fully-connected layer from the ResNet embeddings to the then obtained with ten different random seeds. These gridsearches are performed with a single random seed. The results in Table 2 in the main text are given the methods we compare against the best chance, we select their hyperparameters based on gridsearches (see Table A.1). These gridsearches are performed with a single random seed. The results in Table 2 in the main text are then obtained with ten different random seeds.

A.5. Hyperparameter searches

Several of the methods we compare against have one or more hyperparameters. Hyperparameters in continual learning can be problematic, because typically they are set by running a method on the full benchmark with a range of different hyperparameter-values. This means that these parameters are ‘learned’ in a non-continual way, see also the discussion in the Appendix of [17]. Nevertheless, to give the methods we compare against the best chance, we select their hyperparameters based on gridsearches (see Table A.1). These gridsearches are performed with a single random seed. The results in Table 2 in the main text are then obtained with ten different random seeds.

B. A further distinction: batch-wise vs. streaming

Within task-based class-incremental learning, a further distinction can be made depending on whether within each task the algorithm is given free access to all data at once (“task-based batch-wise”) or whether the task’s data is fed to the algorithm according to a fixed stream outside of the control of the algorithm (“task-based streaming”). This distinction is important because some continual learning methods perform at each task boundary a consolidation operation that requires cycling over the training data of that task (e.g. estimating the Fisher Information matrix in EWC), so those methods are only suitable for task-based batch-wise learning. Another difference is that with batch-wise learning, training settings such as number of iterations and mini-batch size can be decided on by the algorithm itself, while in streaming learning these are part of the benchmark.

Table B.1 provides an overview of which methods can be applied in different class-incremental learning settings:

- The generative replay methods (DGR and BI-R) require task boundaries in order to decide when to update the copy of the models used to generate the replay. The current version of these methods are therefore not suitable for task-free continual learning. Neither DGR or BI-R makes assumptions about the way the data within each task is encountered, so both methods can be used for task-based streaming learning.

<table>
<thead>
<tr>
<th>Method</th>
<th>Param</th>
<th>Explored range</th>
<th>MNIST</th>
<th>CIFAR-10</th>
<th>CIFAR-100</th>
<th>CORe50</th>
</tr>
</thead>
<tbody>
<tr>
<td>BI-R</td>
<td>$X$</td>
<td>$[0, 10, 20, ..., 80, 90]$</td>
<td>-</td>
<td>-</td>
<td>70</td>
<td>0</td>
</tr>
<tr>
<td>BI-R + SI</td>
<td>$X$</td>
<td>$[0, 20, 40, 60, 80]$</td>
<td>-</td>
<td>-</td>
<td>60</td>
<td>60</td>
</tr>
<tr>
<td></td>
<td>$\lambda$</td>
<td>$[0, 0.01, 0.01, ..., 10^6, 10^9]$</td>
<td>-</td>
<td>-</td>
<td>$10^6$</td>
<td>$0.01$</td>
</tr>
<tr>
<td>SI</td>
<td>$\lambda$</td>
<td>$[0, 0.001, 0.01, ..., 10^8, 10^9]$</td>
<td>$10^3$</td>
<td>1</td>
<td>1</td>
<td>10</td>
</tr>
<tr>
<td>EWC</td>
<td>$\lambda$</td>
<td>$[0, 0.1, 1, ..., 10^6, 10^7]$</td>
<td>$10^6$</td>
<td>10</td>
<td>100</td>
<td>10</td>
</tr>
<tr>
<td>AR1</td>
<td>$\lambda$</td>
<td>$[0, 0.001, 0.01, ..., 10^9, 10^9]$</td>
<td>10</td>
<td>100</td>
<td>100</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>$\Omega_{\text{max}}$</td>
<td>$[0.0001, 0.001, ..., 10, 100]$</td>
<td>0.01</td>
<td>0.1</td>
<td>10</td>
<td>0.1</td>
</tr>
</tbody>
</table>

Several of the methods we compare against have one or more hyperparameters. Hyperparameters in continual learning can be problematic, because typically they are set by running a method on the full benchmark with a range of different hyperparameter-values. This means that these parameters are ’learned’ in a non-continual way, see also the discussion in the Appendix of [17]. Nevertheless, to give the methods we compare against the best chance, we select their hyperparameters based on gridsearches (see Table A.1). These gridsearches are performed with a single random seed. The results in Table 2 in the main text are then obtained with ten different random seeds.

B. A further distinction: batch-wise vs. streaming

Within task-based class-incremental learning, a further distinction can be made depending on whether within each task the algorithm is given free access to all data at once (“task-based batch-wise”) or whether the task’s data is fed to the algorithm according to a fixed stream outside of the control of the algorithm (“task-based streaming”). This distinction is important because some continual learning methods perform at each task boundary a consolidation operation that requires cycling over the training data of that task (e.g. estimating the Fisher Information matrix in EWC), so those methods are only suitable for task-based batch-wise learning. Another difference is that with batch-wise learning, training settings such as number of iterations and mini-batch size can be decided on by the algorithm itself, while in streaming learning these are part of the benchmark.

Table B.1 provides an overview of which methods can be applied in different class-incremental learning settings:

<table>
<thead>
<tr>
<th>Method</th>
<th>Param</th>
<th>Explored range</th>
<th>MNIST</th>
<th>CIFAR-10</th>
<th>CIFAR-100</th>
<th>CORe50</th>
</tr>
</thead>
<tbody>
<tr>
<td>BI-R</td>
<td>$X$</td>
<td>$[0, 10, 20, ..., 80, 90]$</td>
<td>-</td>
<td>-</td>
<td>70</td>
<td>0</td>
</tr>
<tr>
<td>BI-R + SI</td>
<td>$X$</td>
<td>$[0, 20, 40, 60, 80]$</td>
<td>-</td>
<td>-</td>
<td>60</td>
<td>60</td>
</tr>
<tr>
<td></td>
<td>$\lambda$</td>
<td>$[0, 0.01, 0.01, ..., 10^6, 10^9]$</td>
<td>-</td>
<td>-</td>
<td>$10^6$</td>
<td>$0.01$</td>
</tr>
<tr>
<td>SI</td>
<td>$\lambda$</td>
<td>$[0, 0.001, 0.01, ..., 10^8, 10^9]$</td>
<td>$10^3$</td>
<td>1</td>
<td>1</td>
<td>10</td>
</tr>
<tr>
<td>EWC</td>
<td>$\lambda$</td>
<td>$[0, 0.1, 1, ..., 10^6, 10^7]$</td>
<td>$10^6$</td>
<td>10</td>
<td>100</td>
<td>10</td>
</tr>
<tr>
<td>AR1</td>
<td>$\lambda$</td>
<td>$[0, 0.001, 0.01, ..., 10^9, 10^9]$</td>
<td>10</td>
<td>100</td>
<td>100</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>$\Omega_{\text{max}}$</td>
<td>$[0.0001, 0.001, ..., 10, 100]$</td>
<td>0.01</td>
<td>0.1</td>
<td>10</td>
<td>0.1</td>
</tr>
</tbody>
</table>
Table B.1. Overview of class-incremental learning variants to which the methods that are compared in this paper can be applied to. The symbols \((\ast)\) and \((\ast\ast)\) indicate nuances that are discussed in Section B.

<table>
<thead>
<tr>
<th>Strategy</th>
<th>Method</th>
<th>Task-based batch-wise</th>
<th>Task-based streaming</th>
<th>Task-free streaming</th>
</tr>
</thead>
<tbody>
<tr>
<td>Generative Replay</td>
<td>DGR</td>
<td>v</td>
<td>v</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>BI-R</td>
<td>v</td>
<td>v</td>
<td>-</td>
</tr>
<tr>
<td>Regularization</td>
<td>EWC</td>
<td>v</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>SI</td>
<td>v</td>
<td>v</td>
<td>-</td>
</tr>
<tr>
<td>Bias-correction</td>
<td>CWR / CWR+</td>
<td>v</td>
<td>v</td>
<td>v((\ast))</td>
</tr>
<tr>
<td></td>
<td>AR1</td>
<td>v</td>
<td>v</td>
<td>v((\ast))</td>
</tr>
<tr>
<td></td>
<td>Labels Trick</td>
<td>v</td>
<td>v</td>
<td>-</td>
</tr>
<tr>
<td>Other</td>
<td>SLDA</td>
<td>v</td>
<td>(\ast\ast)</td>
<td>v</td>
</tr>
<tr>
<td>Generative Classifier</td>
<td></td>
<td>v</td>
<td>v</td>
<td>v</td>
</tr>
</tbody>
</table>

fore only be applied to task-based batch-wise learning, while SI can also be used for task-based streaming learning.

- The bias correction methods (CWR, CWR+, AR1 and the labels trick) do not make any assumptions about how the data within each task is encountered, and all of them are applicable to both variants of task-based learning. The labels trick relies on specified tasks for the task-specific training, so this approach is not suitable for the task-free setting. The original versions of CWR, CWR+ and AR1 are also not compatible with task-free continual learning because they rely on the task boundaries for consolidating the (task-specific) weights of the output layer, but recently an adaption of these methods has been proposed to make them suitable for the task-free setting \([11]\).

- In principle, SLDA is a streaming method that is generally applicable to both task-based and task-free class-incremental learning. However, SLDA does make the assumption that its covariance matrix can be initialized on the first task (or in a separate ‘base initialization phase’) in a batch-wise operation.

- The generative classifier strategy proposed in this paper can be applied to both task-based and task-free class-incremental learning, as it does not make any assumptions about task boundaries or about being able to access larger amounts of data at the same time. In fact, for the specific implementation of the generative classifier that was considered in this paper — with a separate VAE model for each class to be learned — the specific sequence in which the different classes are presented does not matter at all, because the model for each class is trained only on data from its own class.
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