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Abstract

We present an end-to-end system for learning outfit recommendations. The core problem we address is how a customer can receive clothing/accessory recommendations based on a current outfit and what type of item the customer wishes to add to the outfit. Using a repository of coherent and stylish outfits, we leverage self-attention to learn a mapping from the current outfit and the customer-requested category to a visual descriptor output. This output is then fed into nearest-neighbor-based visual search, which, during training, is learned via triplet loss and mini-batch retrievals. At inference time, we use a beam search with a desired outfit composition to generate outfits at scale. Moreover, the attention networks provide a diagnostic look into the recommendation process, serving as a fashion-based sanity check.

1. Introduction

The advances in both machine learning and deep learning have extended well beyond the academic and scientific communities, and have found their way into the fashion industry in recent years. The AI challenges faced by those in the fashion industry are quite complex due to the subjective, individual, seasonal, cultural, and dynamic nature of fashion and style. In light of the many challenges relating to fashion, we focus on a particular problem of outfit recommendation.

The customer-centric problem we address is: “Given my current outfit, what <category> do you recommend?” For example, a customer may want to be recommended a pair of shoes to go with the blouse and pants she is already wearing. By providing recommendations in this format, customers can plan or “grow” an outfit from one or more initial clothing items. In this way, items can be added to (or removed from) an outfit, allowing customers to go from an outfit’s initial draft to its final draft.

We aim to automate this process of building an outfit from a single seed item that is both scalable and explainable. Typically, outfitting solutions involve a composition template and/or use fill-in-the-blank (FITB) approaches for refining and evaluating. Recurrent units are also employed, which may lead to different recommendations for the same partial outfit due to the ordering of the items. We argue that outfit compositions should be dynamic and that using a FITB approach of selecting a single item from a small set of, say, 5 items is not scalable. Furthermore, outfits are inherently sets and providing recommendations for a partial outfit should not depend on item ordering. Additionally, we would prefer an algorithm that can provide some kind of signal that may provide insight as to how the recommendations are being generated.

We address outfit generation in a two step process. First, we train a neural network that learns a visual descriptor and produces an outfit vector for nearest neighbor visual search (using inner products). Each input into this network is a partial outfit and requested, next category. We use attention [6] for combining this variably-sized input in an approach similar to a masked language model [1], yielding an order-invariant function. Next, during inference, for a given seed item we propose an outfit composition and then employ a beam search to conduct the outfit building. Our use of inner-products for nearest neighbor search allows us to scale and recommend items from large image repositories. During training, we mimic the retrieval process via minibatch retrievals with a triplet loss [3, 5]. By internally leveraging attention, we achieve the desirable properties of order-invariance and explainability.

2. Related Work

In [2], Han et al. leveraged data from Polyvore to address outfits. The authors used Polyvore’s ordering to train a bidirectional LSTM for fashion compatibility. They also incorporate the text associated with each item by adding a contrastive loss that compares the visual with the textual. Lin et al. [4] take a similar approach to our work, but only provide single recommendations and not entire outfits. They also make use of attention, but only at the paired category level thereby discarding, for example, valuable visual information (e.g., some colors/patterns may effectuate more attention).
3. Outfit Recommendation

Let $\mathcal{R} = \{(I_j, c_j)\}_{j=1}^{N}$ denote our repository of $N$ image-category pairs. The $j$-th item in the repository is associated with image $I_j$ and label $c_j \in \{1, 2, \ldots, K\}$, where $K$ is the number of different clothing/accessory categories.

With training in mind, we shall denote an outfit as an ordered set of unique indices, where each element is an index into our repository. Two outfits are equivalent if one is a permutation of the other. Thus, an outfit of $r$ items has $r!$ different, equivalent representations.

Let $f$ denote a visual feature extractor. The function $f$ receives an image and outputs a feature vector of length $M$. Here, $f$ can be fixed, learned, or fine tuned. In practice, we use a convolutional neural network. Our visual search mechanism takes in a vector of length $M$ and finds the repository images closest to it by comparing the similarity/distance between the input vector and $\{(f(I_j))\}_{j=1}^{N}$. If the search is restricted to a particular category, $c$, then we consider the subset $\{(f(I_j))\}_{c_j=c}$. For training purposes, we are given a set of outfits, denoted $Z$. Outfit $z \in Z$ is a vector of integers: it has $|z|$ items, where the $j$-th element, $z^j$, is an index into the repository $\mathcal{R}$. Here, $z$ has a particular order, but in training we will scramble the order repeatedly to ensure the model is order-robust.

We can formulate our problem as follows: for outfit $z$, given items $(I_{z^1}, c_{z^1}), \ldots, (I_{z^{|z|}}, c_{z^{|z|}})$, produce a visual feature vector for category $c_{z^{|z|+1}}$, denoted $x_{z^{|z|+1}}$ so that $f(I_{z^{|z|+1}}) = x_{z^{|z|+1}}$. For training purposes, if training is successful, inputting $x_{z^{|z|+1}}$ into the visual search will result in a top retrieval spot for $I_{z^{|z|+1}}$. For a given [scrambled] outfit we consider the $|z| - 1$ recommendations ($t = 1, 2, \ldots, |z| - 1$, i.e., $1 \to 2, 1&2 \to 3, 1&2&3 \to 4$, etc.).

We consider the architecture shown in Figure 1 for a partial outfit of $z_t$. Each supplied image passes through the function $f$ to generate an unnormalized visual descriptor. Each supplied category is mapped to an embedding and concatenated with the associated visual descriptor, which is then passed through the function $g$ to give $u^i_t = g(f(I_{z^i_t}); \text{embed}(c_{z^i_t}))$. For the requested next category, the image is masked and a learned “missing” image descriptor replaces the associated value of $f$, yielding a value for $u$ that is strictly dependent on its category. Nevertheless, we will abuse notation and simply use $u^i_t$, which is a latent representation of the category and available visual information.

The latent $u$ vectors are now passed through a self-attention block, where they are mapped to a context-aware version of themselves, denoted $\tilde{u}$. For recommendation, we concern ourselves with the output vector corresponding to the visually-masked item. Thus, using a single attention head, for the $j$-th item we obtain $\tilde{u}^j_t = \sum_{r=1}^{t+1} \alpha_r v_r$ for $\alpha_{t+1} = \text{softmax} \left(\langle q_t, k_r \rangle / \sqrt{d_k}, \ldots, \langle q_{t+1}, k_{t+1} \rangle / \sqrt{d_k} \right)$, where $q_t$, $k_r$ and $v_r$ are the respective query, key and value associated with $u^i_t$, $d_k$ is the key dimension, and the softmax ensures that the $\alpha$ weights sum to 1. The context-aware $\tilde{u}^{t+1}_t$ is then passed through the function $h$ to give the output, $x^{t+1}_t$. Reordering items 1 through $t$ does not change the value of the output, making this a set operation.

Our training objective is a triplet loss that mimics retrieval at the batch level. We encourage the output visual descriptor, $x^t_{z^t+1}$, to be closer to the actual visual descriptor, $f(I_{z^t+1})$, when compared with all other visual descriptors belonging to the same category. This truncated retrieval is done at the batch level, so if we have a batch of $B$ outfits, $B = \{z_1, \ldots, z_B\}$, then we seek to minimize the triplet loss

$$\sum_{i=1}^{B} \sum_{j=2}^{B} \sum_{i \neq j} \sum_{t=1}^{|z_i|} \sum_{t=1}^{|z_j|} I[c_{z^i_t} = c_{z^j_t}] \times \left[ D \left(x^i_t, f(I_{z^i_t}) \right) + \gamma - D \left(x^j_t, f(I_{z^j_t}) \right) \right]_+,$$  \hspace{1cm} (1)

where $D$ is a distance function, $\gamma$ is a margin parameter, and $[.]_+$ is the positive part function. The first two summations traverse all image descriptors in all of the outfits from the second item onward. The subsequent two summations extract all image descriptors from the other outfits in the batch, and the indicator function ensures we only compare items of the same category. For speed and scalability, we employ a Euclidean distance function of the $l_2$-normalized vectors. This allows us to use an inner product (cosine similarity) for fast nearest neighbor searches.

**Missing category prediction** In addition to next-item recommendations, we also need to know what kind of items we could potentially add to the outfit. This is especially relevant when the partial outfit is a single item. It can also serve as guidance in an interactive setting, when a customer assembles an outfit incrementally, adding one item at a time.

As mentioned above, for [scrambled] outfit $z_t$ we generate the $|z_t|-1$ recommendation outputs. For each recommendation, we consider the first $t$ items and focus on item $t+1$. Thus, for $t$ items present in the current, partial outfit, there are $|z_t|-t$ absent items. For missing category prediction we use a bank of $K$ binary classifiers—one for each category—to predict the remaining $|z_t|-t$ categories. Summing $K$ binary cross-entropy loss functions, we form a multi-task objective by combining it with the triplet loss of (1).

We again employ the latent $u$ vectors for missing category prediction. These vectors serve as input into a separate attention module, which outputs a single vector. Next, we feed this vector into a multilayer perceptron with output dimension equal to $K$ for the missing category classifications. These values will be used as preliminary step for outfit generation discussed below.
For a partial outfit of length $4$, we mask out the visual component of the fourth item and learn to estimate it via the first 3 items and the fourth category.

**4. Outfit Generation**

Generating an outfit for a given seed item is accomplished in a two-step process. First, we propose an outfit composition, i.e., a set of categories. A single item can lead to several potential compositions and, in practice, we can choose one or more of these. In the next step, we build the outfit incrementally via a beam search according to the composition order. The composition order is significant - ancillary items such as jewelry and accessories will typically appear later on in the composition while central items such as tops, bottoms and shoes are featured in the beginning. Notwithstanding, our approach does not require ordering a composition in a particular way.

**Composition generation** For a given seed item number of sensible compositions is relatively limited. We adopt a simple approach of relying on the compositions present in the training data. First, we collect the frequent compositions containing the seed item category, recording their curation order. This provides a set of binary vectors, where each binary vector is a vector of length $K$ with item $j$ equal to 1 if category $j$ is present in the outfit.

We now use the output of the missing category classifiers after inputting the seed item, which is also a vector of length $K$. Calculating the inner product of this vector with the above binary vectors produces a score with which to rank the compositions. This provides a set of candidate compositions for our beam search.

**Beam search** Provided with a seed item and composition we execute a beam search to assemble the outfit. Repeated calls to the model requesting the next category provides lists of items with their cosine similarities. Summing these similarities provides an overall score for the outfit. For a moderately-sized beam width (20-200), we are able to generate hundreds of thousands of outfits per day on a single host. To provide a diverse set of outfits for the same seed, the beam search can be modified to generate multiple outfits in parallel with the constraint that no item is duplicated across outfits (except for the seed item).

**5. Results**

We used 240K women’s outfits and 265K men’s outfits for training (curated in-house). Typical outfit lengths ranged from 4 to 8 items, with an average of 5.8. For each network, $f$ was a fixed, Imagenet-pretrained ResNet50 with an additional trainable fully connected layer with output dimension 256. The learned category embedded had dimension 8, and $g$ produced latent vectors of 256 as well. We used 4 attention heads for both recommendation and missing category prediction. Our batch size was 256, and we trained for 200 epochs.

**Sample Outfits** We present some examples of generated outfits using our approach in Figure 3. Our trained models—one for women, one for men—generated outfits using the repositories featured in Table 1. Some items in the repositories were also present in the training data, as listed in the table. We observed that training items appear in outfits twice as often as test items.

**Explainability** The attention block embedded in the network may provide insight into the recommendation procedure. Intuitively, the visual content and category of some items should matter more than others when building an outfit. We demonstrate this via 2 fashion “rules” using 2 test outfits.

The first “rule” concerns matching jewelry, e.g., a gold necklace should be worn with a gold bracelet and earrings. In Figure 2 (left), we see that the fourth attention head indeed emphasizes the earrings and bracelet when recommending a necklace, and the top search results do indeed yield necklaces that match the present jewelry. The second “rule” involves matching a belt to the shoes one is wearing. In Figure 2 (right), we see that attention heads 3 and 4 emphasize the shoes for recommending a belt, and the top search results yield brown belts, matching the brown shoes.
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Table 1. Item repository. Outfit items are selected from 19 women’s categories and 14 men’s top-level categories. For the women’s [men’s] repository, 72.5% [59.4%] of the items did not appear in a training outfit.

Figure 3. Sample outfits. There are 5 featured women’s outfits and 5 featured men’s outfits. Each outfit was assembled according to the seed item (left-most) and ordered composition presented. The seed items were not part of the training set.


