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Abstract

Measuring similarity between two images often requires performing complex reasoning along different axes (e.g., color, texture, or shape). Insights into what might be important for measuring similarity can be provided by annotated attributes. Prior work tends to view these annotations as complete, resulting in a simplistic approach of predicting attributes on single images, which are, in turn, used to measure similarity. However, it is impractical for a dataset to fully annotate every attribute that may be important. Thus, only representing images based on these incomplete annotations may miss out on key information. To address this issue, we propose the Pairwise Attribute-informed similarity Network (PAN), which breaks similarity learning into capturing similarity conditions and relevance scores from a joint representation of two images. This enables our model to identify that two images contain the same attribute, but can have it deemed irrelevant (e.g., due to fine-grained differences between them) and ignored for measuring similarity between the two images. Notably, while prior methods of using attribute annotations are often unable to outperform prior art, PAN obtains a 4-9\% improvement on compatibility prediction between clothing items on Polyvore Outfits and a 5\% gain on few shot classification of images using Caltech-UCSD Birds (CUB), and over 1\% boost to Recall@1 on In-Shop Clothes Retrieval.

1. Introduction

Learning similarity metrics between images is a central problem in computer vision with wide-ranging applications such as face recognition [14, 23], image retrieval [7, 16, 36], prototype based few shot image classification [11, 24, 26, 31], continual learning of image classification \cite{2, 22, 25}, and fashion compatibility or recommendation [5, 27, 28, 29, 30, 39]. There has been a recent trend of learning these metrics by decomposing the problem into multiple axes of similarity or similarity conditions, which has improved performance on a variety of tasks [9, 13, 17, 18, 19, 27, 28, 29]. Generally speaking, methods that automatically learn what these conditions represent [18, 27] have reported
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better performance than those that predefine this knowledge using information like labeled image attributes and item categories [13, 29, 28, 19].

In this paper, we introduce a Pairwise Attribute-informed similarity Network (PAN) that breaks this trend. Prior approaches using attributes predict their presence on single images (e.g., [12, 37, 28, 19]), subsequently using these predictions for predicting similarity. This results in an information loss about unannotated fine-grained attributes, such as information loss about the different shades of the attribute yellow breast in the case of the two birds in Fig 1(a), consequently leading to poorer similarity predictions. Our PAN model avoids this issue by first comparing images in a feature space rather than attribute space, as illustrated in Fig 1(b). Using the joint image features it then predicts both a similarity score and a relevance for different similarity conditions defined by the attributes. Even when the similarity score may coarsely indicate that the two images are similar since they have the same attribute, the model can pick up on finer attribute differences and decide that the mere presence of the same attribute is of low relevance to a positive similarity prediction. As our experiments will show, this difference can make a dramatic impact on the performance of the learned image similarity model.

To leverage attribute annotations in PAN we must first convert the single-image annotations to labels representing a pair of images. The best mechanism for this conversion is often task-dependant. For example, for the birds in Fig 1 images containing the same bird should match attributes. However, in fashion compatibility, where two images are deemed similar if they complement each other when worn together in an outfit, image pairs with different attributes (e.g., black and orange) can indicate they are highly compatible. In our experiments we treat the attribute label conversion method as a hyperparameter setting and select the approach that performs the best (e.g., select between making the label to "1" if both images contain the attribute vs. making the label "1" if either image contains the attribute). Notably, PAN obtains a 4-9% improvement on fashion compatibility on Polyvore Outfits [28], a 5% gain on few shot classification using Caltech-UCSD Birds (CUB) [32], and over 1% boost to Recall@1 on In-Shop Clothes Retrieval [15].

2. Pairwise Attribute-informed similarity Network (PAN)

Given images $x_1$ and $x_2$, PAN first uses an Image encoder (see Sec 2.2) to get features $h_1$ and $h_2$. These features are fed into our Concept-conditioned Similarity Module (see Sec 2.1) to compute similarity score $p \in [0, 1]$.

2.1. Concept-conditioned Similarity Module

Given features $h_i, h_j \in \mathbb{R}^d$ for two images, our Concept-conditioned Similarity Module (CSM) generates a set of $M$ similarity scores $\rho = [\rho_1, \ldots, \rho_M] \in \mathbb{R}^M$ and corresponding relevance weights $\omega = [\omega_1, \ldots, \omega_M] \in \mathbb{R}^M$ which represent the importance of each similarity condition:

$$\rho = \sigma(W_1^T|h_i - h_j| + b_1) \quad (1)$$

$$\omega = \text{softmax}(W_2^T|h_i - h_j| + b_2) \quad (2)$$

where $M$ is the number of distinct similarity conditions, $| \cdot |$ represents an element-wise absolute value, and $\sigma(\cdot)$ an element-wise sigmoid function. $W_1, W_2 \in \mathbb{R}^{d \times M}$, and $b_1, b_2 \in \mathbb{R}^M$ are learnable parameters. Note that $\rho$ is supervised using attribute labels, but the relevance scores $\omega$ are treated as latent variables and are automatically learned. The final similarity score $p \in [0, 1]$ is calculated as the sum of similarity conditions weighted by their relevance, i.e.,

$$p = \sum_{m=1}^{M} \rho_m \omega_m = \rho^T \omega. \quad (3)$$
2.1.1 Defining Similarity Conditions

Depending on the availability of labelled attributes for the images, we can choose to supervise similarity conditions to give them semantic meaning. This choice results in two kinds of similarity conditions as described below:

**Unsupervised similarity conditions.** Similarity conditions are treated as latent variables as done in [27], except we use a joint representation of the two images, unlike in [27] conditions were computed per-image.

**Supervised similarity conditions.** Rather than treating each similarity condition as a latent variable, supervised similarity conditions are trained to reflect a specific concept. Since attribute annotations are defined per image, and we predict attributes based off a joint representation, we convert these labels to represent both images, as described next.

Suppose the images have \( M \) labelled binary attributes. Each image \( i \) is then accompanied with an \( M \) dimensional vector \( a_i \in \{0, 1\}^M \). For a pair of images \( i \) and \( j \), we can use a function \( f_{a} : \{0, 1\} \times \{0, 1\} \rightarrow \{0, 1\} \) to get an \( M \) dimensional vector \( a_{i,j} = f_{a}(a_i, a_j) \). Elements of \( a_{i,j} \) can then be used as labels for supervising the similarity conditions in the model output scores \( \rho \). If there are missing entries in \( a_{i,j} \) because of missing attribute labels, these can be handled by zeroing out the loss resulting from them using a binary mask over the indices of \( a_{i,j} \).

We create labels for image pairs by selecting \( f_{a} \) from the best performing logical function. These functions have clear semantic meanings, e.g., in \( f_{a} = \text{logical AND} \) similarity condition \( \rho \), predicts if both images has an attribute, whereas \( OR \) represents if either image does.

2.2. Types of Image Encoder

As mentioned previously, the image encoder generates a lower dimensional feature representation \( h \) for an image \( x \). We experiment with three different image encoders.

**Convolutional Network.** Unless specified otherwise, we use a simple convolutional neural network (CNN), specifically a ResNet [8] to represent images.

**Graph Encoder (GE) [5].** This encoder uses a graph convolutional network (GCN) to compute contextualized similarly scores between images.

**ProxyNCA++ [35].** This encoder learns a distance metric between images based on learning proxy feature representations for each image class, which turns similarity learning into a classification task during training.

2.3. Model Objective and Training

The final objective function on a pair of images \( x_i \) and \( x_j \) is then defined as:

\[
\mathcal{L}(x_i, x_j, c_{i,j}, a_{i,j}) = \mathcal{L}^{BCE}(e_{i,j}, \rho) + \lambda \mathcal{L}^{BCE}_{cl}(a_{i,j}, \rho),
\]

where \( \lambda \) is tunable hyperparameter, \( e_{i,j} \in \{0, 1\} \) is the ground truth similarity label between images \( x_i \) and \( x_j \), \( \mathcal{L}^{BCE} \) is the binary cross-entropy loss and \( \mathcal{L}^{BCE}_{cl} \) is the mean element-wise binary cross-entropy. Note that when there are no supervision attributes, the second term in Equation 4 is 0. For training, an equal number of positive and negative pairs are sampled randomly from the training split and the model is trained to predict similarity between them.

3. Datasets and Tasks

**Polyvore Outfits [28]** contains 53K outfits (sets of fashion items) for training, 5K for validation and 10K for testing. We use the 205 sparsely annotated attributes from [20] as labels for supervising similarity conditions. Performance is evaluated over two tasks: in fill-in-the-blank (FITB) outfit completion a model is evaluated by whether it correctly selects the best item from a set of choices to complete an outfit, whereas in outfit compatibility we rank complete outfits using the area under a receiver operating characteristic curve (AUC). Following [28, 5], outfit scores are computed by averaging the similarity prediction over all pairs of items in the outfit. There are 10K FITB questions and 10K each positive and negative samples for outfit compatibility (20K total) in the test split. We also created new resampled split by adding more choices to FITB (10 choices rather than 4), and creating negative outfits by doing partial random replacements in outfits (the original splits replaced all items).

**CUB-200-2011 [32]** consists of 200 classes and a total of 11,768 images of birds. We use the split provided by [3] for our experiments, containing 100 base classes, 50 validation and 50 novel classes. The CUB dataset also has 312 fine-grained binary attributes labelled for each image. We use the 5-way 5-shot classification task for evaluation. Reported accuracies are averaged over 3 training runs from different random initializations accompanied by 95% confidence intervals. A test episode consists of a random sample of 5 classes and 5 support images from the 50 classes in the novel split of the dataset. 16 query images, distinct from support images, are also sampled for each of these 5 classes. The accuracy for an episode is the 5-way accuracy of a classifier over the 16 x 5 = 80 query images. A few shot learning model is evaluated using its average classification accuracy over 600 randomly generated test episodes.

**In-Shop Retrieval [15]** contains 52,712 images of clothes from 11,967 classes. There are 14,218 query images and 12,612 gallery images for testing. Given a query image, the task is to retrieve an image of the same item from the gallery set. Note that the query and gallery sets do not overlap with the training set. There are 463 attributes of clothes in total, we use these attribute labels for our PAN-Supervised model. Methods are ranked based on Recall@1.
4. Results

Table 1, Table 2, and Table 3 compare the best settings (encoder, number of unsupervised similarity conditions, attribute combination $f_a$, etc.) used by our model to representative state-of-the-art results reported in prior work on Polyvore Outfits, CUB, and In-Shop Retrieval, respectively. As shown in Table 1 we obtain a 4% better FITB accuracy and 9% AUC boost over the state-of-the-art on the fashion compatibility task using our more challenging resampled test set for both tasks, while also increasing FITB accuracy by 8% on the original split. Similarly, in Table 2 and Table 3 we observe a 5% and 1% performance improvement over the state-of-the-art on fine-grained few shot classification and In-Shop Retrieval, respectively. Improvement over the diverse set of tasks demonstrates PANS’s ability to generalize. Our model can also be useful when no supervision is provided, as our PAN-Unsupervised model obtains a 3-4% gain over prior work on Polyvore Outfits and CUB, while also boosting performance on In-Shop Retrieval. Note that fashion compatibility benefited from using a graph image encoder (GE), while few-shot classification reported best performance with a CNN encoder. Also, we found that $f_a = OR$ performed best for tasks on Polyvore Outfits and CUB, while $XNOR$ performed best for In-Shop Retrieval.

Table 1, Table 2, and Table 3 also provides two baselines that leverage attributes for similarity learning. In “X + Attr. Multitask” we use a hard parameter sharing multitask approach [1], where the image encoder is shared, but have separate output heads for each of the two tasks (one being attribute classification, the other similarity prediction). “Attr. Similarity” predicts attributes for each image which are provided as input to a fully connected layer that predicts similarity (the general framework used by [6, 12]). Notably, these methods both underperform PAN without using any supervision, which reflects observations in prior work [18, 27]. In contrast, PAN-supervised outperforms all other methods, including for fashion compatibility where we report a staggering 6-17% boost over the attribute baselines on the resampled test set.

5. Conclusion

We presented PAN, a method of incorporating additional attribute annotations in image datasets to learn a better similarity predictor. We saw that PAN’s method of decomposing similarity prediction into multiple conditions is general, functions with a range of different image encoders and is flexible in using attribute annotation, possibly sparse, when available. PAN outperformed state of the art on two diverse tasks—by 4-9% on fashion item compatibility prediction on Polyvore Outfits and 5% on few shot classification on CUB and over 1% Recall@1 on In-Shop Clothing Retrieval—contrary to prior approaches of using attribute supervision, which were unable to outperform methods that automatically learned concepts in different similarity conditions.
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