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Abstract

Automatically extracting visual attributes for e-

commerce data has widespread applications in cataloging,

catalogue qualification and enrichment, visual search, etc.

Here, we address the task of visual attribute extraction

for a highly challenging real-world fashion data from

Flipkart catalogue (an Indian e-commerce platform),

which is collected from seller uploaded product images.

This data not only contains widely varying categories (e.g.,

shirt, sari, shoes), but also has both coarse-grained (e.g.,

occasion, top type, sari type) and fine-grained (e.g., neck

type, print type) attributes. Training examples available for

different attributes are highly imbalanced, making this task

even more challenging. To this end, we propose an end-to-

end framework which integrates multi-task learning with

transformer as an attention module, in addition to handling

the data imbalance. The proposed architecture supports

multiple attributes across various product categories in a

scalable manner. Extensive experiments on the in-house

dataset shows effectiveness of the proposed framework in

improving performance of the fine-grained attributes by

13% on the baseline across the attributes.

1. Introduction

Cataloging is a process of listing products in catalogue

which is specific to e-commerce companies. In general,

sellers submit product requests with product information

such as images, attributes, free text and e-commerce com-

panies do a quality check before listing. There is a trade off

between the amount of information to be filled by seller and

his/her experience and hence by design some attributes are

mandatory and some are optional. This results in majority

of the products having partial information in the catalogue.

Automatic extraction of attributes from product images not

only enriches the catalogue, but also reduces human subjec-

tivity and hence improves consistency among the attributes.

This also keeps seller experience intact. In addition, visual

attribute extraction enables other applications such as visual

search to retrieve matching products, given a visual query.

Here, we work with a part of Flipkart catalogue data. The

dataset consists 25 product types from fashion category and

48 attributes (having binary or multiple labels) and each at-

*indicates equal contribution

tribute has variable number of values which results in a to-

tal of approximately 1900 labels. We provide details of the

dataset, its challenges and how it is different from existing

ones in subsequent sections.

We propose a deep framework which leverages the

power of multi-task learning with attention mechanism,

along with data-imbalance handling techniques to address

this challenging task. Finally, extensive experiments vali-

date effectiveness of the proposed framework.

2. Related Work

Previous work in attribute extraction falls under the fol-

lowing three broad categories:

Multi-Class Prediction: It has a class label space which is

a combination of values of attributes. This formulation is

preferred for small label space; however, it does not allow

prediction of value combinations not seen during training.

Multi-Label Prediction: Here the value of each attribute

is considered to be a different label and thus each input in-

stance is assigned to multiple class labels.

Multi-Task Prediction This is the multi-label model that

adopts a multi-class classifier for predicting one or more

values for each attribute [2, 8].

Deep CNN features are adapted as representations to

learn semantic attributes. Multi-task learning (MTL) in ad-

dition is a paradigm that uses other related tasks to improve

generalization performance of learning tasks. MTL allows

CNN models to simultaneously share visual knowledge

among different attribute categories; each CNN will gen-

erate attribute-specific representations, learning on which

features helps predict attributes [1]. MTL prompts shar-

ing of CNN features between object classification and lo-

cation tasks [14]. Prior knowledge about attribute relation-

ships is utilized to minimize intra-class (e.g., gender) and

maximize inter-class distance. Attention mechanism helps

incorporate impact of positions for clothing attribute predic-

tion with only image-level annotations. A novel task-aware

attention mechanism [15] estimates importance of each po-

sition across different tasks. SAC [4] combines CNNs and

self-attention mechanism to represent fine-grained clothing

attributes. Based on Grad-CAM [9], this approach helps

to visualize which image parts contribute to the prediction

result.

Attribute response is location-sensitive, i.e., different

spatial locations have various contributions. In [11],[6], the



landmark information is used to generate better feature rep-

resentation for attribute prediction. Apart from product at-

tributes and landmarks, there is focus on other tasks like lo-

calization and segmentation [16]. Along with images, other

modalities like text in form of search query and product

description are used to improve attribute extraction perfor-

mance as well [7, 5, 3].

3. Dataset Details

The data set used in this work is obtained from Flip-

kart catalogue, and consists of 25 products categories up-

loaded by the sellers in last 2 years. After manual in-

spection of all the possible attributes of these categories,

we have identified 48 visual attributes which are applicable

for one or more products. The visual attributes are a mix

of fine-grained (e.g., print type, print coverage, neck type)

and coarse-grained attributes (e.g., pattern, top wear length,

product). Overall, our train, validation and test split consist

of 783871, 156770 and 177050 images respectively. This

Figure 1. Few examples of two fine-grained attributes - neck type

(top 2 rows) and print type (bottom 2 rows).

dataset is very challenging in terms of the following: 1. Dis-

tribution: The dataset has heavy imbalance at every level

- category, attribute and attribute values. At category level,

the smallest one cargo has around 2700 data-points while

the largest one t-shirt has around 2.3 lakhs data-points. At

attribute level the ideal for is present for almost 100% of

the data-points, while many attributes are present for only

1 − 2% of the data-points. Similar imbalance is observed

at attribute value level for all the attributes. 2. Missing At-

tributes: For a given product, few attributes are mandatory

for the sellers to list, while many others are optional, e.g.,

color, pattern, product category are mandatory attributes,

while pattern coverage, closure type are good to have at-

tributes. Thus, the dataset has several missing values, espe-

cially the good to have attributes. 3. Label distribution:

One attribute might be applicable for multiple products, but

the allowed attribute values might have different distribu-

tion for different products, e.g., closure type attribute has

values like button and zip for jeans, while it has values like

drawstring and elastic for pyjamas, while trousers have all

the above values. 4. Fine-grained attributes: Few of

the attributes are extremely fine-grained with large number

Figure 2. Different ways to wear dupatta.

of attribute values. For example pattern, print type, neck

type, top type have 89, 91, 50 and 49 attribute values re-

spectively. 5. Cross-product interference: In most of the

images, the main clothing item is worn by human model.

So along with the primary product, other clothing items are

also visible, e.g., in a trouser image some portion of the t-

shirt or shirt is also visible. In some cases, accessories (e.g.,

dupatta, bags) occlude the main product. These cases are

challenging when we want to make prediction for generic

attributes like pattern, print type, occasion, etc. 6. Unique-

ness: The dataset used in our work has some unique fea-

tures and challenges compared to the existing data sets. In-

dian fashion categories: As the data set is collated from an

Indian e-commerce database, it contains several categories

which are specific to India, e.g., we have categories like

sari, kurta, kurti, etc. Style of wearing: Most of the western

wears have standard way of wearing them. However there

are many ways to drape a sari. In Figure 2, we observe

different ways in which a dupatta (with ethnic-set) can be

worn.

4. Proposed Framework

The proposed end-to-end framework to address the at-

tribute extraction task is discussed next.

4.1. Backbone Network

The overall framework is shown in Figure 3. The in-

put image is passed through the backbone network, which

serves as the feature extraction unit. The output of back-

bone network is the base feature vector, which is the com-

mon input for all the branch networks, each dedicated to one

attribute. In this work, we have used EfficientNet [12] as

the base feature extractor. We have experimented with sev-

eral other architectures as well, such as VGG16, VGG19,

ResNet and Inception. EfficientNet gave 5 − 6% improve-

ment compared to the other backbones and it is also efficient

in terms of parameters, which motivated us to use it as the

backbone architecture. In our experiments, we have chosen

EfficientNet-B0, which gives 7× 7× 1280-d feature vector

as output. This is passed through an attention module fol-

lowed by global average pooling to get the final 1280 × 1
feature vector, which is passed to the branch networks.

We use a transformer block [13] as attention module with

8 heads; feature maps corresponding to all spatial positions

of output of the backbone network (which is 49 × 1280) is

fed to this module.



Figure 3. Architecture of the proposed end-to-end framework.

4.2. Branch Network

The base feature vector obtained from the backbone net-

work and attention module is passed through several branch

networks. Each branch network caters to each attribute of

interest and contains individual trainable classification net-

work. In the data set, there are a total of 49 attributes, which

includes the category label (after attribute standardisation

and merging), so we have 49 branch networks. Each branch

consists of one fully connected layer followed by an output

layer of size equal to the number of attribute values for that

attribute.

In our final setup, to handle the imbalance at category

level, we have done majority down-sampling of the images

to reduce its effect. We have considered all the attributes

as multi-label attributes and handled mutually exclusive at-

tributes during post processing. We use sigmoid activation

at leaf level and only consider labels with score greater than

0.5 as predictions. The loss function for this multi-label

classification setup with support to handle the missing label

is as follows:

loss(Y, Ŷ ) =

T
∑

t=1

wt ×BCEt
mask(Y, Ŷ ) (1)

BCEt
mask(Y, Ŷ ) =

1

Nt

Nt
∑

i=1

maskti

Ct
∑

c=1

BCE(ytci , ŷi
tc)

where T is the number of tasks, wt, Ct, Nt are weight, num-

ber of classes and number of samples for task t respectively.

nt is the number of samples that are applicable for a given

task t out of Nt. The mask is given by

maskti =

{

0 if yi < 0

1 else

BCE = −ytci × log(ŷi
tc)− (1− ytci )× log(1− ŷi

tc)

The argument for BCE (BCE(ytci , ŷi
tc)) is omitted for

brivity. Here ŷtci is predicted label and ytci is the ground

truth for task t, class c and sample i. For missing label

cases, ground truth values are set as −1.

5. Experiments

In this section, we report the experimental results of the

proposed framework on the dataset, starting with the evalu-

ation metrics.

Evaluation Metric: Image attribute extraction is funda-

mentally an image classification problem. However, de-

pending on nature of the attribute, this can be formulated

as either multi-class or multi-label classification problem.

Here, a given attribute may not be applicable for all the

classes, and for this attribute, these should be considered as

negative classes, e.g., neck type is not applicable for bottom-

wear verticals like jeans. In this work, for evaluation, we

use multi-label accuracy at sample level and then average

over all examples in the validation set [10] as follows:

AverageAccuracy =
1

Nt

Nt
∑

j=1

∣

∣

∣
Yj ∩ Ŷj

∣

∣

∣

∣

∣

∣
Yj ∪ Ŷj

∣

∣

∣

(2)

Ŷ and Y are the predicted and ground truth labels and Nt

is the number of samples. Accuracy for each instance is

the proportion of predicted correct labels to total number

(predicted and actual) of labels for that instance. In case of

mutually exclusive attribute, this metric behaves as simple

accuracy.

Handling Missing Labels and Multi-labels: As explained

earlier, the data set contains many examples, for which the

values are missing for few attributes (mainly good-to-have

attributes). This is different from the scenario where the at-

tribute is not applicable for a given category, and thus those

attribute values are unavailable. We handle such missing

labels so that they do not effect the final loss. Some of

the attributes have mutually exclusive attribute values, e.g.,

neck type is a mutually exclusive attribute, where a given

product can have only one value, while the same product

can have multiple values for the attribute occasion, like ca-

sual, party wear, etc. One way to handle this is to treat the

classification branches for mutually exclusive attributes as

multi-class classification problem, while treat the others as

multi-class, multi-label classification problem. For a mutu-

ally exclusive attribute, one value is predicted regardless of

whether that attribute is applicable for the given category or

not. e.g. neck type is not applicable for jeans. This leads

to unstable model training. In this work, we treat all the

classification branches as multi-label, and for mutually ex-

clusive attributes we select the label with highest score (if

any) after applying threshold of 0.5. In a multi-label setting,

the model can give low score for all the classes, so the issue

mentioned in previous approach is not observed.

Implementation Details: Here, we have used EfficientNet-

B0 pre-trained with Imagenet dataset as the backbone net-

work. We trained the model end-to-end using the training

split of the dataset. In the branch network, there are total

49 classification branches, out of which 48 are for the at-

tributes, and one for category classification. Each branch

contains two hidden layers followed by the output layer.

The number of nodes in the output layer is the same as the



number of allowed attribute values for that attribute, e.g.,

ideal for attribute has 7 attributes values (‘baby boys’, ‘baby

girls’, ‘boys’, ‘couple’, ‘girls’, ‘men’, ‘women’), thus there

will be 7 nodes in its output layer. The input images are

resized to 224 × 224. We use image augmentations like

zoom in and out within range of +/- 20%, translation within

+/- 20% both in horizontal and vertical directions, rotation

within +/- 20 degrees, shear in range +/-16 and flipping of

images from left to right with 50% probability. The model

is trained with Adam optimizer, learning rate of 1e−5 with

decay rate of 0.75 for 15 epochs, and 32 batch size.

Experimental Results: We perform both objective and

subjective analysis of the proposed framework. For objec-

tive measure, we use the accuracy metrics in (2). Figure 4

shows the attribute-wise average accuracy scores. We ob-

serve that attributes which are applicable across multiple

products (e.g., ideal for, occasion, category type, pattern,

pattern coverage) have relatively good scores. Also the at-

tributes which are mandatory for a given category (sleeve

details, neck type, sleeve length etc.) and thus have less

missing values perform well. We perform ablation study

for the attention module and observed that attention is in-

deed improving performance of several attributes like belt

included, closure type, dupatta included, pattern coverage,

etc. For the other attributes, we have not seen any signifi-

cant improvement or degradation.

Figure 4. Attribute wise average accuracy scores.

Figure 5. Average accuracy with and without attention module.

Visual Analysis: We analysed the trained model using

Grad-Cam [9], which uses the gradients of any target con-

Figure 6. Grad-cam visualisation to illustrate how the model looks

at different part of the images to predict different attributes.

cept flowing into the final convolutional layer to produce

a coarse localization map highlighting the important image

regions used for predicting the concept. We use the last

convolutional layer before global average pooling to gener-

ate these visualizations. Figure 6 indicates high activation

regions which are suitable for the given attribute, where red

denotes region of high importance. In the top left image,

predicted value for suitable for attribute is “western” and

the regions used are neck, shoulder and feet. For the second

image (top row), sleeve style is predicted as “sleeve-less”

for which the model focuses on both hands. Figure 7 shows

few images along with the predicted attributes.

Figure 7. Few images along with attributes predicted by our model.

All the predictions are selected with confidence higher than 0.5.

6. Conclusion and Future work

Here, we have proposed an end-to-end framework for at-

tribute prediction on a very challenging Indian fashion prod-

uct data set. We highlight the challenges and uniqueness of

the data set compared to the existing ones. We observe that

the framework performs satisfactorily for multiple attributes

across various product categories in a scalable manner.

Possible future directions of the current work are as fol-

lows: Feature Fusion: The size of important regions for

predicting different attributes may be quite different, thus

the receptive field required to make predictions for different

attributes can be different. So, we can use different feature

layers or fusion of multiple layers before the final classifi-

cation network specific to each attribute. Knowledge base:

Many of the attributes and their values are related to each

other and have strong positive or negative correlation, e.g.,

formal shirts usually have full sleeves, and embroidered

saris are usually suitable for wedding and festivals. These

information can be effectively exploited to make better pre-

dictions.
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