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Abstract

Most team sports such as hockey involve periods of ac-

tive play interleaved with breaks in play. When watching

a game remotely, many fans would prefer an abbreviated

game showing only periods of active play. Here we address

the problem of identifying these periods in order to produce

a time-compressed viewing experience. Our approach is

based on a hidden Markov model of play state driven by

deep visual and optional auditory cues. We find that our

deep visual cues generalize well across different cameras

and that auditory cues can improve performance but only

if unsupervised methods are used to adapt emission distri-

butions to domain shift across games. Our system achieves

temporal compression rates of 20-50% at a recall of 96%.

1. Introduction

Automation of sports videography has the potential to

provide professional-level viewing experiences at a cost that

is affordable for amateur sport. Autonomous camera plan-

ning systems have been proposed [2, 3, 9], however, these

systems deliver continuous video over the entire game. Typ-

ical amateur ice hockey games feature between 40 and 60

minutes of actual game play. However, these games are

played over the course of 60 to 110 minutes, with down-

time due to the warm-up before the start of a period and

the breaks between plays when the referee collects the puck

and the players set up for the ensuing face-off. Also, there

is a 15 minute break between periods for ice re-surfacing.

Automatic identification of these stoppages would allow ab-

breviation of the video.

We propose a novel system that uses visual cues from

a single wide-field camera and optional auditory cues. We

explore two different visual cues. The first is based on the

optic flow - players tend to move faster during play than

breaks. However, we find that this cue is fallible: motion

on the ice can sometimes be substantial during breaks and

sometimes quite limited during periods of play. This moti-

vates the development of a more complex deep visual clas-

sifier that takes not only the optic flow but also the RGB

image and detected player positions as input.

We also explore the utility of auditory cues - more specif-

ically, the referee whistle that starts and stops play. While

not directly informative of the current state, the whistle does

serve to identify the timing of state transitions, and thus can

potentially contribute to performance.

To take into account temporal dependencies, we em-

ploy a hidden Markov model (HMM), which, while sim-

plifying modeling through conditional independence ap-

proximations, allows (1) optimal probabilistic integration of

these noisy cues and (2) an account of temporal dependen-

cies captured through the state transition matrix.

We also propose a method for unsupervised domain

adaptation of the HMM, iteratively updating emission

and/or transition probability distributions at inference, us-

ing the predicted state sequence, and show that this is criti-

cal to benefitting from auditory cues.

In summary, the main contributions of this paper are: 1)

a novel probabilistic framework for classifying video se-

quences into periods of play or no-play and 2) a novel ap-

proach to handling auditory domain shift that leads to im-

proved performance from multisensory integration.

2. Prior Work

Several approaches have been proposed to address play-

break segmentation. Some use play-break segmentation

for automatic highlight generation [4, 14] or event detec-

tion [13], while others use event detection to guide play-

break segmentation [1]. Some of the initial methods for

play-break segmentation used rule-based approaches that

combined text graphics on a broadcast feed with audio

cues from the crowd and commentator [15] or the type

of broadcast camera shot [4, 14, 17, 13]. Ekin et al. [4]

and Tjondronegoro et al. [14] selected the play frames as

key frames for automatic highlights from broadcast soccer

videos, while Tavassolipour et al. [13] used the play frames

to detect events in broadcast soccer videos.

All of these approaches used broadcast cues (camera

shot type) or production cues (graphics and commentary)

for play-break segmentation, and thus are not directly rele-

vant to unedited amateur sport video recorded automatically



with fixed cameras. We are aware of only one prior paper

that addresses a similar problem for unedited videos. Car-

bonneau et al. [1] trained an SVM on Bag-of-Words fea-

tures in ice hockey videos to detect key events such as line

changes, face-offs and preliminary play-breaks. In a second

stage, these events are integrated with spatio-temporal fea-

tures to segment the video into play and non-play intervals.

The method was trained and evaluated on disjoint intervals

of a single hockey game recorded by two different cameras.

Our research goes beyond this prior work in several

important ways. First, our approach classifies frames as

play and no-play without requiring the detection of finer-

grain events like line changes. Second, we show how the

temporal dependencies between states can be captured and

integrated with these probabilistic cues within an HMM

framework that allows maximum a-posteriori (MAP) or

minimum-loss solutions to be computed in linear time.

(While HMMs have previously been used for broadcast

video [17, 13] they have not been applied to unedited

video.) Third, we introduce a novel method for handling

auditory domain shift that is critical for integration with vi-

sual cues. Finally, we go beyond this prior work by showing

generalization across games, rinks and viewing parameters,

which is critical for successful deployment.

3. Dataset

As there are no public datasets of multiple hockey games

recorded with fixed cameras, we have created and labeled

our own, which we will make public at www.elderlab.

yorku.ca/resources. The dataset consists of 12 am-

ateur hockey games recorded using three different high-

resolution 30fps camera systems, placed in the stands,

roughly aligned with the centre line and about 10m from

the closest point on the ice:

Camera 1. Four games were recorded using a 4K Axis

P1368-E camera (Fig 1a).

Camera 2. Five games were recorded using a proprietary

system consisting of two 4K IP cameras with inter-camera

rotation of 75 deg (Fig 1b). Nonlinear distortions were re-

moved using a standard calibration procedure [18] and a

template of the ice rink (Fig 2b) was employed to manu-

ally identify homographies between the two sensor planes

(Fig 2a) and the ice surface. Finally, these homographies

were used to reproject both cameras to a virtual cyclopean

camera bisecting the two cameras, where the two images

were stitched using a linear blending function (Fig 2c).

Camera 3. Three games were recorded using a 4K wide-

FOV GoPro 5 camera (Fig 1c-1d), which also recorded syn-

chronized audio at 48kHz.

The 9 games recorded by Cameras 1 and 2 and Games

2 and 3 recorded by Camera 3 were all played at the same

rink, while Game 1 recorded by Camera 3 was played at a

different rink. All games recorded by Cameras 1 and 2 were

(a) Camera 1

(b) Camera 2

(c) Camera 3 Game 1 Period 1

(d) Camera 3 Game 2 Period 1

Figure 1: Example frames from the dataset, after correction

for radial distortion and masking of the non-rink regions.

(a) Images from the two cameras

(b) Template image

(c) Stitched image

Figure 2: Camera 2 view construction. (a) Example frames

from two cameras. (b) Rink template. (c) Stitched image

with homography control points.

captured in their entirety, each game lasting from 1h28m -

2h30m, while only the first two of three periods in each

game were captured by Camera 3 (35m-57m).

Camera 1 and Camera 2 were placed roughly 8 m and

Camera 3 roughly 7m bove the ice surface. The substan-



tial radial distortion in all the videos was corrected using

a standard calibration procedure [18]. To assess general-

ization over camera parameters, we varied the roll and tilt

of Camera 3 by roughly ±5 deg between games and peri-

ods (Fig 1c-1d). We close-cropped all videos to the rink

after recording; due to variation in camera roll, two differ-

ent vertical crops were employed for Camera 3, depending

upon the game and period. See Table 1 for final resolutions.

Camera Horizontal Vertical

1 2,758 500

2 5,930 1,080

3 3,550 630-780

Table 1: Cropped video resolutions.

3.1. Ground­truthing

We manually ground-truthed all 12 games by marking

the start and end of play intervals. For Cameras 1 and 2, we

marked the start of play as the time instant when the referee

dropped the puck during a face-off and the end of play by

when the referee was seen to blow the whistle. Since we

had audio for Camera 3, we instead identified state changes

by the auditory whistle cue, marking both the beginning and

end of whistle intervals, which were found to average 0.73

sec in duration.

We generally train and evaluate within camera systems,

but also show that our deep visual cues generalize well

across different camera systems as well as modest variations

in extrinsic camera parameters, in the case of Camera 3. For

all 3 camera systems, training and evaluation is performed

on different games, using leave-one-game-out k-fold cross-

validation.

4. Perceptual Cues - Visual

4.1. Maximum Optic Flow

We used the OpenCV implementation of Farneback’s

dense optic flow algorithm [5] and selected the flow fields

lying within bounding boxes of players detected using a

Faster-RCNN detector [11], fine-tuned on 3 games recorded

using Camera 2 that were not part of this dataset (Fig 3a).

Motion energy is generally higher during periods of play

than during breaks, but given the sparse nature of the flow

it is not immediately clear how to optimally aggregate the

flow signal to create the strongest classifier. To explore this,

we assessed a range of Lp norms over the optic flow vector

magnitudes for Game 1 recorded using Camera 3, measur-

ing classification error for distinguishing play from no-play

states (Fig 3b). Interestingly, we found that error rate was

lowest for very high exponents, which leads to a very sim-

ple and computationally efficient visual cue: the L∞ norm

of the optic flow, i.e., the maximum flow vector magnitude

within detected player boxes.
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Figure 3: (a) Example optic flow field within bounding

boxes of detected players. (b) Error rate as a function of

the Lp exponent used to aggregate the optic flow field.

4.2. End­to­End Deep Visual Classifier

We designed a small deep classifier to allow end-to-

end training for play/no-play classification. (For Camera 3,

whistle frames were included in the play intervals.) The 6

channels of input (Fig 4) consisted of a) the RGB image, b)

horizontal and vertical optic flow maps and c) binary player

position mask. All feature maps were normalized to have

zero mean and unit variance, resized to 150 × 60 pixels,

and then stacked to form a 6-channel input. The training

dataset was augmented by left-right mirroring.

(a) RGB image

(b) Horizontal (green) and vertical (red) optic flow

(c) Binary player position mask

Figure 4: Input to deep visual play/no-play classifier.

We used PyTorch to develop the network, which con-

sisted of two conv-pool modules followed by two fully con-

nected layers - details are shown in Fig 5. Dropout was used

between every fully connected layer. The output from the

network was the softmax probability of the frame belong-

ing to play or no-play classes. Cross-entropy loss between

the predicted class and ground truth class was minimized

using an SGD optimizer. The model was trained for 20

epochs with an initial learning rate of 0.01 and weight de-

cay of 0.01. The learning rate was decreased by 50% every

5 epochs.
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Figure 5: CNN trained to distinguishing between ‘play’ and

‘no-play’ frames.

We trained a separate model for each camera. For Cam-

eras 1 and 2, one game was used for validation and one for

test, and the remaining games used for training. For Cam-

era 3, one game was used for test, one period from one of

the other games was used for validation, and the remaining

data were used for training.

4.3. Visual Cue Evaluation

We compared our two visual classifiers against two

baseline deep classifiers trained to use as input the 512-

dimensional output from the final fully connected layer of

the ImageNet-trained ResNet18 network [6]. The first clas-

sifier consisted of two fully connected layers of dimensions

128 and 64, followed by a play/no-play softmax layer. The

learning rate for this network was 0.001, weight decay was

0.01 and it was trained for 10 epochs. The second classifier

was an SVM using an RBF kernel.

Table 2 shows the performance of the four visual clas-

sifiers. Across all cameras, the best performance was ob-

tained using our end-to-end trained deep visual classifier.

AUC scores

Camera 1 Camera 2 Camera 3

Resnet18 + FC 0.923 ± 0.018 0.907 ± 0.052 0.598 ± 0.03

Resnet18 + SVM 0.884 ± 0.009 0.844 ± 0.014 0.545 ± 0.01

Maximum optic flow 0.885 ± 0.011 0.818 ± 0.008 0.799 ± 0.028

End-to-end deep classifier 0.977 ± 0.004 0.966 ± 0.005 0.819 ± 0.053

Table 2: AUC scores for visual play/no-play classification.

5. Perceptual cues - Auditory

In ice hockey, referees blow their whistles to start and

stop play. The whistle therefore can serve as an indicator

of transitions between the play state and no-play state. For

Camera 3, we partitioned the audio signal into 33 msec in-

tervals, temporally aligned with the video frames. Since

the audio was sampled at 48 kHz, each interval consisted

of 1,600 samples. Fig 6 shows the power spectral density

(PSD) averaged over whistle and non-whistle intervals for

the three games recorded using Camera 3. These plots re-

veal several important facts. First, the overall volume of

sound varies widely from game to game: While Game 1 is

relatively quiet, Games 2 and 3 are quite noisy, with a lot of

power in the low frequencies. Second, most of the whistle

power lies in the 2-3 kHz range, however that power is not

distributed evenly and the power of that signal and hence

the signal-to-noise ratio varies widely from game to game.
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(c) Game 3

Figure 6: Spectral analysis of whistle and non-whistle in-

tervals. Left: spectral densities of whistle and non-whistle

intervals. Right: Wiener filters.

To form a decision variable for each interval, we consid-

ered two candidate detectors:

Bandpass filter. We compute the integral of the PSD over

the 2-3 kHz band. This is probabilistically optimal if both

the signal and noise are additive, stationary, white Gaussian

processes and the PSDs are identical outside this band (see

below).

Wiener filter. Fig 6 shows that in fact the signal and noise

are not white. Relaxing the condition that the PSDs be white

and identical outside the 2-3 kHz band, for longer inter-

vals (many samples), it can be shown ([8], Section 5.5) that

probabilistically near-optimal detection is achieved by tak-

ing the inner product of the stimulus PSDs with the Wiener



filter

H(f) =
Pss(f)

Pss(f) + Pnn(f)
(1)

where Pss(f) and Pnn(f) are the PSD of the signal (whis-

tle) and noise, respectively, as a function of frequency f .

In our case, we do not have direct knowledge of the whis-

tle and noise PSDs and so must estimate them from the

training data:

Pss(f) ≈ PW (f)− PNW (f) (2)

Pnn(f) ≈ PNW (f) (3)

where PW (f) and PNW (f) are the average PSDs over

whistle and non-whistle training intervals, respectively.

Thus we have that

H(f) ≈
PW (f)− PNW (f)

PW (f)
(4)

= 1−
PNW (f)

PW (f)
(5)

Fig 6 (right panels) show the resulting Weiner filters

H(f) estimated for each of the three games recorded by

Camera 3. The filter is largely positive in the 2-3 kHz range

but can become negative outside this range. This suggests

that in fact the signals are not exactly stationary and/or ad-

ditive. Two possibilities are that some acoustic signals are

more likely to occur in non-whistle than in whistle intervals,

and that, when the whistle is blown, auto-gain circuitry in

the camera attenuates energy outside the whistle band.

To handle these deviations from our assumptions, we

evaluated three versions of the Wiener filter:

1. Wiener filter 1. Take the inner product of the stim-

ulus with the estimated Wiener filter over the entire

frequency range, including negative values.

2. Wiener filter 2. Take the inner product of the stimulus

with the rectified Wiener filter (negative values clipped

to 0).

3. Wiener filter 3. Take the inner product of the stimulus

with the rectified Wiener filter (negative values clipped

to 0), only over the 2-3 kHz range.

Table 3 shows the average AUC scores for these four de-

tectors using three-fold cross-validation on the three games

recorded using Camera 3. Overall, the Wiener filter 3 de-

tector performs best. Its advantage over the bandpass filter

presumably derives from its ability to weight the input by

the non-uniform SNR within the 2-3 kHz band. Its advan-

tage over the other two Wiener variants probably reflects the

inconsistency in the PSD across games outside this band.

AUC score

Bandpass filter 0.919± 0.039
Wiener filter 1 0.779± 0.105
Wiener filter 2 0.809± 0.093
Wiener filter 3 0.943± 0.028

Table 3: The average cross-validated AUC score of the four

whistle detectors for Camera 3.

6. Hidden Markov Model

Visual cues are seen to be useful for classifying video

frames individually as play/no-play and auditory cues are

useful for detecting the whistle. In order to put these cues

together and reliably excise periods of non-play from the

entire video, we need a model that captures statistical de-

pendencies over time. Fig 7 shows an example of how

the visual maximum optic flow and auditory cues vary over

time within each game state.

Figure 7: Visual and auditory cues for an example video

segment from Camera 3 Game 1.

To capture these statistical dependencies, we employ a

hidden Markov model (HMM) [10] of play state. For Cam-

eras 1 and 2 (visual only), we employ a 2-state model

(play/no-play) (Fig 8a). For Camera 3 (with audio), we

employ a 4-state model that includes start and stop whistle

states (Fig 8b). Table 4 shows the state transition probabili-

ties learned from the labelled data.

In addition to the state transition probabilities, we need

emission distributions for the observed visual and auditory

cues, which we will treat as conditionally independent. We

model all densities using Gaussian kernel density estimation

with bandwidth selected by Silverman’s rule [12]. Fig 9

shows these conditional distributions for one game from

each camera and for our two visual cues: the maximum
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Figure 8: State transition graphs for (a) 2-state and (b) 4-

state HMMs.

Camera Transition Probability

1 No-play→Play 0.00038

1 Play→No-play 0.00053

2 No-play→Play 0.00092

2 Play→No-play 0.00054

3 No-play→Start Whistle 0.00117

3 Start Whistle→Play 0.04973

3 Play→Stop Whistle 0.00050

3 Stop Whistle→No-play 0.04709

Table 4: Mean transition probabilities for each camera.

optic flow cue, normalized to have zero mean and unit vari-

ance, and the softmax confidence for the play state from our

deep visual classifier. For Camera 3, four conditional distri-

butions are shown, including the distributions for start and

stop whistles, to use in our 4-state HMM. Note the supe-

rior discriminative power of the deep visual cue. Fig. 10

shows the conditional densities for the auditory cue (log of

the Weiner filter 3 response, normalized to have zero mean

and unit variance).

Note that the state transition probabilities and emission

distributions used in our HMMs will vary slightly with each

fold of our k-fold cross-validation.

We employ the Viterbi algorithm [16] to efficiently de-

termine the maximum a posteriori sequence of hidden states

given the observations. One limitation of this approach is

that it treats all errors equally, whereas one might expect

that mislabeling a play state as a no-play state might be

more serious than mislabeling a no-play state as a play state,

as the former could lead to the viewer missing a key part of

the game, whereas the latter would just waste a little time.

To handle this issue, we employ a play bias parameter

α ≥ 1 that modifies the transition matrix to upweight the

probability of transitions to the play state, downweighting

other transitions so that each row still sums to 1. Vary-

ing this parameter allows us to sweep out a precision-recall

curve for each camera. To compress the videos we simply

retain any frames estimated to be play frames and excise

any frames estimated to be no-play frames.
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Figure 9: Conditional probability densities for the maxi-

mum optic flow (left) and the deep network P (play) (right)

visual cues on Game 1 from each of the three cameras..

7. Evaluation

We evaluate our approach using precision-recall for re-

taining play frames (Cameras 1 and 2) and retaining play

and whistle frames (Camera 3):

Precision =
# play & whistle frames retained

# frames retained
(6)

Recall =
# play & whistle frames retained

# play & whistle frames in video
(7)

We also evaluate the %compression at each rate of recall.

Fig 11 shows results, averaged over all leave-one-game-

out folds. For Camera 3, we evaluated using a 2-state

HMM with only visual cues as well as a 4-state HMM with

both visual and audio cues. For reference we show as a

lower bound the performance of a baseline that excises ran-

dom frames, and as an upper bound the compression-recall

attained by an ideal model that first excises all non-play

frames before beginning to excise play frames.

The deep visual cue clearly outperforms the optic flow

cue for all cameras. Interestingly, while the the optic flow

cue clearly benefits from integration with the audio cue, the

deep visual cue seems to be strong enough on its own, and

no sensory integration benefit is observed. Fig 12 shows
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Figure 10: Conditional densities for Wiener filter 3 whistle detector on games from Camera 3.

that these deep visual cues generalize well across the three

camera systems.
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Figure 11: HMM cross-validated performance. OF: Opti-

cal flow. DV: Deep visual feature. DA: Domain adaptation.

The random baseline assumes excision of random frames,

while ideal assumes excision of no-play frames prior to ex-

cision of any play frames.

8. Domain Adaptation

We failed to observe any benefit of visuo-auditory in-

tegration for Camera 3 once we used strong visual cues.

What might explain this? One possibility is domain shift.
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Figure 12: Performance of deep visual cues across differ-

ent camera systems. Left: Precision-recall curves. Right:

Compression-recall curves.

While the deep visual cues generalized well across cameras

(Fig 12), the auditory emission distributions for Camera 3

are seen to vary substantially across games (Fig 10). This

led us to wonder whether we could adapt the HMM at in-

ference to accommodate these domain shifts.

The standard approach to unsupervised HMM parame-

ter learning is the Baum-Welch algorithm [10]. Here we

employed the faster and simpler Viterbi training (segmental

k-means) method [7], which allowed us to quickly assess

different forms of constrained unsupervised adaptation to

handle domain shift.

Specifically, for each test game we first use the Viterbi

algorithm to compute the MAP solution using the transition



and emission distributions from the training games. We then

use the predicted states as pseudo-labels to update the emis-

sion and/or the transition distributions using only the test

data. We then re-run the Viterbi algorithm and iterate. We

explored 5 different adaptation schemes:

1. Emission & transition - Simultaneous update of both

emission and transition distributions on every iteration.

2. Emission then transition - Update emission and then

transition distributions on alternate iterations.

3. Transition then emission - Update transition and then

emission distributions on alternate iterations.

4. Emission - Update only the emission distributions.

The transition distributions remain fixed.

5. Transition - Update only the transition distributions.

The emission distributions remain fixed.

We evaluated for 5 different settings of the bias param-

eter (α = 1.0, 1.22, 1.5, 1.86, 2.33). Since this algorithm

is not guaranteed to converge, we ran for 40 iterations,

assessing the number of incorrectly labelled frames after

each iteration. Fig. 13 shows how performance on Cam-

era 3, as measured by the number of incorrectly labelled

frames, varies during adaptation, using the Emission adap-

tation scheme. For audio-visual adaptation, we see an initial

decrease in error, but overfitting ultimately leads to a sub-

sequent increase. For our vision-only system, convergence

appears to be monotonic.
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Figure 13: (a) Emission adapation for Camera 3 using both

deep visual and auditory cues for a range of α values.

(b) Five different forms of adaptation, using only deep vi-

sual cues, with α = 1.5.

To assess the relative merit of our 5 candidate adapta-

tion schemes, we examined the best performance obtained

for audio-visual adaptation, for each scheme and for each α

setting over the adaptation process. The results are shown in

Table 5. Best performance was obtained with emission-only

adaptation and a bias of α = 1.5, after 9 iterations.

Fig 11c shows that while both auditory-visual (4-state

HMM) and visual-only (2-state HMM) adaptation improve

HMM performance for Camera 3, the improvement is most

dramatic through the auditory cues, presumably because of

the greater domain shift in the auditory distributions.

Play bias (α) values

1.0 1.22 1.5 1.86 2.33

Initial error 18,482 18,152 18,121 17,732 17,874

Emission & transition 14,669 14,337 13,856 14,602 15,745

Emission then transition 14,494 14,401 13,860 15,212 15,853

Transition then emission 14,530 14,738 14,613 14,825 15,764

Emission 14,209 13,803 13,678 14,345 15,692

Transition 18,482 18,152 18,121 17,732 17,874

Table 5: Number of incorrect frame classifications averaged

across all games recorded using Camera 3, for each adapta-

tion method applied to audio-visual cues, for selected values

of play bias α.

We also evaluated visual domain adaptation on Cameras

1 and 2, but found little improvement (Fig 11a,11b), per-

haps because the conditional densities for the deep visual

cue were already very well separated (Fig 9a, 9b) and thus

robust to visual domain shift between cameras.

9. Run time

Optic flow runs at 95 fps and the faster-RCNN detector

runs at 24 fps on a 1080Ti GPU and a 4.2GHz i7-7700K

CPU. The HMM runs at 600 fps on the CPU.

10. Conclusions & Future Work

We have developed a novel system for automatic play-

break segmentation for hockey, and have shown its utility

in abbreviating hockey videos while maintaining high re-

call for periods of active play. We found that with a modest

dataset it is possible to train a small visual deep network to

produce visual cues for play/no-play classification that are

much more reliable than a simple optic flow cue. Incor-

poration of an HMM framework accommodates statistical

dependencies over time, allowing effective play/break seg-

mentation and temporal video compression. We found that

integration of auditory (whistle) cues could boost segmen-

tation performance, but only by incorporating unsupervised

adaptation of emission distribution models to accommodate

domain shift. Our system was found to achieve temporal

compression rates of 20-50% at a recall of 96%.

Future work will compare Viterbi training to

Baum-Welch updates for domain adaptation, to assess

performance-speed tradeoffs.
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