Multi scale diffeomorphic metric mapping of spatial transcriptomics datasets
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Abstract

Spatially resolved transcriptomic imaging is a family of promising new technologies that can produce a series of images that quantify gene expression at every pixel. These technologies, such as multiplex error-robust fluorescence in situ hybridization (MERFISH) which is the focus of this work, produce data that is inherently multi scale. They describe molecules at nanometer resolution, cell types at micron resolution, and tissue types at millimeter resolution. To harness the potential of these techniques, new mathematical and computational tools are required to quantify similarities and differences between images across experimental conditions. In this work we demonstrate the application of multi scale diffeomorphic metric mapping to MERFISH images. This recently developed framework uses varifold measures on reproducing kernel Hilbert spaces to describe shape and signal across spatial scales, and computes distances between samples in a Riemannian setting. Using experimental data from serial sections of the mouse preoptic hypothalamus, we use this technique to compute optimal nonrigid alignments between neighboring sections. This approach will ultimately be extended to 3D reconstruction and alignment to common coordinates of a brain atlas.

1. Introduction

Neuroimage analysis is a field that has strongly benefited from computer vision techniques. Stereology practices including cell detection and tissue-type annotation that were once performed manually [24] are now being replaced by automatic methods. Many such tools rely on the Riemannian structure of shape data, such as the Large Deformation Diffeomorphic Metric Mapping (LDDMM) [2] framework upon which our work is built. This framework has been leveraged by many groups to study and compare anatomical form from imaging data, including Riemannian averaging [17, 10] and regression [11, 9, 28], applications in sparse representations [8, 27, 36], and deep learning [33, 29]. These techniques have largely been applied at the millimeter scale of human magnetic resonance imaging (MRI). Today, initiatives such as the Brain Research through Advancing Innovative Neurotechnologies (BRAIN), are leading to terabytes of neuroimaging data, typically acquired at subcellular resolution, publicly accessible through databases like the Brain Image Library (BIL) [6]. New mathematical and computational techniques are required to extract insight from the unprecedented scale of these neuroimaging datasets at micron resolution.

Multiplex error-robust fluorescence in situ hybridization (MERFISH) is one of several spatially resolved transcriptomic imaging technologies [32] that has been applied to characterize the transcriptomic profile and spatial location of cells within fixed brain tissues [5, 21, 31, 35]. Briefly, MERFISH uses massively multiplexed single-molecule FISH, error-robust barcoding, combinatorial labeling, and sequential imaging, to map the subcellular distributions of up to 10,000 RNA species (Fig. 1). Cells can be then segmented and the number of each RNA species
within each cell quantified to achieve spatially resolved single-cell transcriptome profiling. Additional downstream single-cell clustering analysis may be applied to identify transcriptionally distinct cell-types and cell-states.

Our goal is to build a quantitative description of similarities and differences between these MERFISH datasets, in terms of their signal pattern and spatial distribution. In doing so we compute optimal spatial alignments in the form of diffeomorphic maps. These will be essential to 3D reconstruction of slices within a sample, alignment to well characterized atlases such as the Allen Institute Common Coordinate Framework [30], and for comparisons between samples acquired under different experimental conditions. Establishing a spatial alignment between images, and thus a distance between them, is natural at the 1mm macroscopic scale. For example, white matter and gray matter appear consistently in MRI scans of different subjects, and alignment of images can be computed by aligning the same tissue types. Even when images are acquired with different modalities, tissue types can be aligned based on their boundaries using approaches including mutual information [18, 22], local correlation [1], or image synthesis [13, 14, 26]. The challenge in extending these approaches to microscopic data is the lack of correspondence between particle type data in different images. For example, no two brains have the “same cells” and so aligning one to another at this scale is not as simple as aligning the image intensity of cells. This task requires an approach representing discrete cells and continuous tissues in a common framework.

Here we address this challenge through a multi scale solution, implementing methods described in [19]. We model MERFISH data using varifolds [4], which store the position and signal of particles using Dirac measures. We transition from fine to coarse scale using nonlinear descriptions of local statistical ensembles. And we model spatial patterns using flows of diffeomorphisms interacting at each scale, which extends the Riemannian setting of [2] to multiple scales.

2. Results

In this section we describe our MERFISH dataset and its representation at multiple scales using varifold measures. We follow with a review of the classic LDDMM method, and a description our diffeomorphic mapping approach. We then demonstrate its application to establishing a spatial correspondence between tissue sections.

2.1. MERFISH Data

The dataset we used was generated and made available publicly as part of the work described in [35]. To summarize, 7 to 8 week old mice were euthenized, and their brain was extracted and dissected into 3 millimeter cubes containing the entire preoptic region and surrounding nuclei. 12 slices, 10 microns thick and 50 microns apart were extracted and imaged with a high magnification, high-numerical aperture objective (Olympus, PlanApo 60/1.3 NA, silicon oil). For each slice 155 genes were imaged, cells were segmented, and counts per cell were converted to normalized \( z \) scores. Dimensionality was reduced with principal component analysis, and clustering into cell types was performed with Jaccard-Louvain community-based detection with a bootstrap analysis to both identify stable clusters and select the optimal value of the nearest neighborhood size [16].

In Fig. 2 (top) we show a representation of 6443 detected cells, clustered into their 8 major types. The empty regions correspond to the ventricle (top) and ventral boundary of the brain (bottom). This sample consists of 5 slices, which are shown slightly smaller in the bottom two rows. As the slices move in the anterior to posterior direction, we can see the ventricle gradually disappear.
2.2. Multiscale varifold representation

In this work we focus on two spatial scales. At the fine scale (scale 0, indicated by a superscript 0) we have a set of cells with a spatial position, and a signal describing their type (a “one hot” encoded $M = 8$ dimensional vector). An example slice is shown on the top row of Fig. 2. We let each cell have position $x_i^0$, feature vector $f_i^0$, and weight $w_i^0 = 1$ for $i \in \{1, \ldots, N^0\}$ ($N^0 = 6443$ for this slice). We express this distribution as a weighted sum of Dirac measures:

$$
\mu^0 = \sum_i w_i^0 \delta_{x_i^0} \otimes \delta_{f_i^0} .
$$

The first Dirac describes a measure over spatial position, and the second describes one over feature values.

At the coarse scale (scale 1, indicated by a superscript 1) we model tissues as mixtures of cell types. Spatial positions are described by a regular pixel grid at locations $x_i^1$ for $i \in \{1, \ldots, N^1\}$ ($N^1 = 576$ for this slice, corresponding to a $24 \times 24$ pixel grid spaced at 92 microns). We transition between scales using a kernel, $k$, to identify locally weighted neighborhoods, and a set of summary statistics that describe these local ensembles. Here we used a 2D Gaussian kernel $k$. The weights are defined by

$$
w_j^1 = \sum_i k(x_j^1, x_i^0) w_i^0 .
$$

For each coarse scale particle, these weights are normalized to give a probability density, which is used to compute local statistics for new features,

$$
p_j = \frac{1}{w_j^1} \sum_i k(x_j^1, x_i^0) w_i^0 \delta_{f_i^0} .
$$

Note that for each $j$, this corresponds to a probability mass function over the 8 cell types.

We describe our data using two local statistics: a linear statistic (mean) and a nonlinear statistic (entropy) of the cell type distribution, giving 9 dimensions. This gives our varifold representation at coarse scale:

$$
\mu^1 = \sum_j w_j^1 \delta_{x_j^1} \otimes \delta_{f_j^1} .
$$

These coarse scale representations are illustrated in Fig. 3 for the same section as Fig. 2 (top). The left hand side shows local mean using the same color key as Fig. 2, and the right side shows local entropy. The color scale is set so that entropy of 0 bits is shown in black, and entropy of 3 bits (maximum possible for 8 cell types) is shown in bright red. Most of our data lies between 1.5 and 2.5 bits of entropy. Weights are shown using opacity, so that regions near the boundary or inside the ventricle appear transparent and are colored white.

In Fig. 4 we show the same fine and coarse scale representations for one slice in three other specimens.

2.3. Review of LDDMM

Image registration generally seeks to compute a smooth invertible transformation to deform one dataset to become similar to a second dataset. These transformations are maps between a subset of $\mathbb{R}^3$ to itself, $\varphi : X \subset \mathbb{R}^3 \rightarrow X$. Point
under the flow $v_t$, with
\[
\frac{d}{dt} x_i = v_t(x_i)
\]
and
\[
\frac{d}{dt} I = -DIV v_t
\]
for $D$ placing components of partial derivatives across a row, and (6) being the optical flow equation.

This approach has a geometric interpretation, where $v_t$ is a vector in the tangent space to the diffeomorphism group at $\varphi_t$. This tangent space is modeled as a reproducing kernel Hilbert space $V$. Relatively simple conditions on $v_t$ can guarantee that $\varphi$ be smooth and invertible [7]. Namely, an inner product is defined that penalizes quickly varying components through stationary highpass filter $L$, and the norm of $v_t$ is used to regularize the deformation.

In the original implementation [2], optimal transformations were computed to align an image $I$ to an image $J$ (both functions from $X$ to $\mathbb{R}$) by minimizing the objective function:
\[
\frac{1}{2} \int_0^1 \|Lv_t\|_{L^2}^2 dt + \frac{1}{2\sigma^2} \|I \circ \varphi^{-1}_t - J\|_{L^2}^2.
\]
The first term imposes regularization through the norm squared in $V$, and the second corresponds to similarity through an $L^2$ norm. Optimal solutions are geodesic curves through the space of diffeomorphisms, and the regularization term is equal to the squared Riemannian distance between identity and $\varphi_1$. This problem is traditionally solved through gradient descent. Below we discuss our extension of this method to multi scale flows and multi scale datasets.

### 2.4. Multiscale diffeomorphic mapping

Given two multi scale representations of MERFISH datasets, a template and a target, we align one to another using geodesic trajectories in the space of diffeomorphisms. These diffeomorphisms are generated from flows (time varying velocity fields) at each scale: $v_0^t$ at fine scale and $v_1^t$ at coarse scale, for $t \in [0, 1]$.

These flows act on our varifold representation in two ways. First the position of particles is displaced by the velocity field:
\[
\frac{d}{dt} x_i^0 = v_0^t(x_i^0) + v_1^t(x_i^0)
\]
and
\[
\frac{d}{dt} x_i^1 = v_1^t(x_i^1)
\]
Second, the weight of particles is modified by the velocity field’s divergence.
\[
\frac{d}{dt} \log(w_0^t) = DIV[v_0^t(x_i^0)] + DIV[v_1^t(x_i^1)]
\]
and
\[
\frac{d}{dt} \log(w_1^t) = DIV[v_1^t(x_i^1)]
\]
and is equivalent to the equations (6) and (11). We also generate dense diffeomorphisms sampled on a regular lattice at each scale \((\varphi^0, \varphi^1)\):

\[
\frac{d}{dt} \varphi^0 = v^0(\varphi^0) + v^1(\varphi^0) \tag{12}
\]

\[
\frac{d}{dt} \varphi^1 = v^1(\varphi^1) , \tag{13}
\]

and their inverses:

\[
\frac{d}{dt} (\varphi^0)^{-1} = -D[(\varphi^0)^{-1}](v^0 + v^1) \tag{14}
\]

\[
\frac{d}{dt} (\varphi^1)^{-1} = -D[(\varphi^1)^{-1}]v^1 . \tag{15}
\]

These are used for creating visualizations of deformed grids in Figs. 5,7,8. The black horizontal and vertical curves in these figures correspond to isocontours of the \(y\) and \(x\) components of \(\varphi^{-1}\) (respectively). The inverses involve the optical flow equation, which is computed using semi Lagrangian integration [7] (the method of characteristics). The idea of diffeomorphic flows at two different scales is illustrated in Fig. 5. Notice that the grid on the right maintains the same coarse scale trends as that on the left, but includes additional fine scale features.

The particle weights grow and shrink in proportion to the determinant of Jacobian of the diffeomorphism. This is illustrated in Fig. 6 and is equivalent to the equations (10) and (11).

In our mapping method we minimize an objective function that penalizes the energy of the flows at each scale, ensuring the solution is a geodesic, as well as a matching cost at \(t = 1\), which uses the varifold norm at each scale. The first term includes the regularization of \([2]\) summed over each scale,

\[
\text{Reg} = \int_0^1 \int \frac{1}{2\sigma_{R^0}^2} |L^0 v^0_t(x)|^2 + \frac{1}{2\sigma_{R^1}^2} |L^1 v^1_t(x)|^2 dx dt . \tag{16}
\]

Here \(L^i\) is a differential operator of the form \((1 - \sigma^2 \Delta)^2\), with \(\Delta\) the Laplacian, which is sufficient to ensure that any finite energy flow is smooth enough to generate a diffeomorphism [7]. The constants \(\sigma_{R^0}^2, \sigma_{R^1}^2\) are user defined scalar weightings.

Data matching accuracy is evaluated at the endpoint of the flow \((t = 1)\) using a varifold norm. This is an operator norm defined on a reproducing kernel Hilbert space with two kernels at each scale, one for spatial proximity \((h_{v^0}^0,h_{v^1}^1)\) and one for features \((h_{\mu^0}^0,h_{\mu^1}^1)\). We use Gaussians in both cases. At scale zero the norm of a varifold is defined by

\[
\|\mu^0\|_0^2 = \sum_i \sum_{i'} w_i w_{i'} h_{x}^0(x_i - x_{i'})h_{x}^0(f_i - f_{i'}) , \tag{17}
\]

and at scale 1 by

\[
\|\mu^1\|_1^2 = \sum_j \sum_{j'} w_j w_{j'} h_{x}^1(x_j - x_{j'})h_{x}^1(f_j - f_{j'}) . \tag{18}
\]

This gives us a total cost to minimize

\[
\text{Cost} = \text{Reg} + \frac{1}{2\sigma_{M^0}^2} \|\mu^0_{t=1} - \mu^0_{\text{target}}\|_0^2 + \frac{1}{2\sigma_{M^1}^2} \|\mu^1_{t=1} - \mu^1_{\text{target}}\|_1^2 . \tag{19}
\]
Note the negative of a varifold is found by negating its weights \( w \).

Trajectories corresponding to minimizing solutions are constant speed geodesics in the space of multi-scale diffeomorphisms. Equations that characterize these solutions were derived in other work [19, 20].

### 2.5. Slice to slice alignment

We implement a minimization algorithm using automatic differentiation in pytorch. Velocity fields are discretized on fixed 35 × 34 grids with 75 micron spacing (note this does not use the “exact” reproducing kernel Hilbert space discretization described in [19]), and flows integrated with 5 timesteps using Euler’s method. At fine scale, we decimated the number of cells by a factor of three so that our code would run an NVIDIA GeForce RTX 2080 Ti Rev. A (TU102) GPU with 11GB of memory. Other parameters used are described in Table 1.

In Fig. 7 we show the result of mapping one slice to its neighbor as a flow over time at coarse scale. From left to right the data is sampled at time \( t \in \{0, 0.2, 0.4, 0.6, 0.8, 1.0\} \), with displayed grids rendered as isocontours of inverse diffeomorphism from (14) and (15). Notice that particle weights (represented as sizes) change in proportion to expansion or contraction of the grid. The color scale in the middle row indicates our entropy signal, with black 0 bits and red 3 bits.

In Fig. 8 we show the same at fine scale. Again it is clear that particle weights change significantly as well as position. The refined displacement, visualized as a grid shows a clear collapse of the ventricle to align data between the two slices. We note that there is a maximum displacement of approximately 140 microns, which corresponds to many times the size of a cell body. This shift accounts for deformations due to sectioning, but also due to changing anatomy as we progress from anterior to posterior. In either case this misalignment needs to be accounted for to make spatial comparisons between slices.

In Fig. 9 we show examples of mappings between different slices and different specimens, illustrating accuracy and generalizability. Some interesting features are revealed, such as the expansion of a small number of particles to fill in gaps as seen in the bottom row.

### 3. Conclusion

In this work we demonstrated the application of multi scale diffeomorphic metric mapping to MERFISH datasets. This approach considered two scales, the cell-scale and the tissue-scale. We represented our data using varifolds, and diffeomorphisms using multi scale flows. We crossed from fine scale to coarse scale using locally weighted linear (mean) and nonlinear (entropy) statistics.

One limitation of with these reproducing kernel Hilbert space approaches is the quadratic complexity incurred in performing computations on the norm. This should be interpreted relative to hardware on which the images were acquired, which are currently limited to small fields of view due to long scanning times. Regardless, there have been approaches to address this in the field of computational anatomy, such as (non radially symmetric) kernels that involve interpolation to and from a fixed grid, and use of fast Fourier transforms [15].

Another limitation of this work is that while the framework permits as many scales as required, only two scales were used here. Future work will expand the number of scales that are mapped simultaneously toward the subcellular scale (as in Fig. 1), and toward more macroscopic scales. At the subcellular scale with millions of particles, overcoming quadratic complexity using fast kernels as mentioned above will be essential.

There have been several other approaches to mapping data at multiple scales. Some approaches have focused on the diffeomorphic transformation model, rather than representations of the data. Some authors have used regularization of diffeomorphic flows with velocity fields parameterized through kernels at different scales [23, 25]. These are summed into a single flow, but parameters can be separated by scale for later analysis. Other authors included concatenation of flows at different scales [3], and investigated the relationships to the previous approach. Other approaches have focused on the data model, for example using deep clustering [34] or wavelets [12] to extract features from high resolution data without considering multi scale flows. Relative to these techniques our approach has the advantage that it describes both point sets and images within a single framework, and considers the multi scale nature of both diffeomorphic mappings and data itself.

This work represents the first attempt to describe and quantify differences between MERFISH datasets by embedding their shape and signal in a Riemannian space. In future work these approaches will be extended towards several specific problems. These will include accurate 3D re-

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Equation</th>
<th>Fine</th>
<th>Coarse</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gaussian scaling ( k (\mu m) )</td>
<td>(2),(3)</td>
<td>100.0</td>
<td>-</td>
</tr>
<tr>
<td>( a (\mu m) )</td>
<td>(16)</td>
<td>30</td>
<td>100</td>
</tr>
<tr>
<td>( \sigma_R )</td>
<td>(16)</td>
<td>5e3</td>
<td>1e3</td>
</tr>
<tr>
<td>( \sigma_M )</td>
<td>(19)</td>
<td>1.0</td>
<td>1.0</td>
</tr>
<tr>
<td>Gaussian position ( h_x (\mu m) )</td>
<td>(17),(18)</td>
<td>50</td>
<td>200</td>
</tr>
<tr>
<td>Gaussian feature ( h_f )</td>
<td>(17),(18)</td>
<td>1.0</td>
<td>1.0</td>
</tr>
<tr>
<td>Gradient descent step size</td>
<td>-</td>
<td>1e2</td>
<td>5e0</td>
</tr>
<tr>
<td>Optimization iterations</td>
<td>-</td>
<td>2000</td>
<td>-</td>
</tr>
</tbody>
</table>

Table 1. Parameter values used in our mapping algorithm. Quantities with units of length are expressed in microns. First and last line apply to both scales.
construction of serial sections, mapping to standard atlases, and hypotheses testing concerning spatial organization between populations of images taken under varying experimental conditions.
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