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Abstract

A novel image matching method is proposed that utilizes

learned features extracted by an off-the-shelf deep neural

network to obtain a promising performance. The proposed

method uses pre-trained VGG architecture as a feature ex-

tractor and does not require any additional training spe-

cific to improve matching. Inspired by well-established con-

cepts in the psychology area, such as the Mental Rotation

paradigm, an initial warping is performed as a result of a

preliminary geometric transformation estimate. These esti-

mates are simply based on dense matching of nearest neigh-

bors at the terminal layer of VGG network outputs of the

images to be matched. After this initial alignment, the same

approach is repeated again between reference and aligned

images in a hierarchical manner to reach a good localiza-

tion and matching performance. Our algorithm achieves

0.57 and 0.80 overall scores in terms of Mean Matching

Accuracy (MMA) for 1 pixel and 2 pixels thresholds respec-

tively on Hpatches dataset [4], which indicates a better per-

formance than the state-of-the-art.

1. Introduction

Determining point correspondences between images is

one of the vital and well-studied topics in computer vision.

These correspondences are crucial for several applications,

such as Simultaneous Localization and Mapping (SLAM),

Structure-from-Motion (SfM), pose estimation, image re-

trieval, and image matching.

Classical image matching pipeline consists of Feature

Detection, Feature Description, Feature Matching, and Ge-

ometric Transformation Estimation steps. Most of the

popular algorithms before the deep learning era have fo-

cused on one or more phases in this pipeline. While many

techniques [24, 61, 51, 35] concentrate on Feature De-

tection, some other approaches [18, 37, 13] handle Fea-

ture Description step locally. The most popular algorithms

[33, 6, 52, 30, 1, 2] work on both Feature Detection and

Description. Feature Matching is usually achieved by min-

Figure 1: Visual results of the proposed method. Pro-

posed DFM can find high-quality matches under severe

viewpoint (1st row) [4] and illumination changes (2nd row)

[4]. It is also successful on cross-domain problems, such as

RGB to depth image matching (3rd row) [68].

imizing/maximizing some well-defined metrics, such as

Sum of Squared Differences (SSD) or correlation, which

is next accompanied by outlier rejection methods, such as

ratio test of SIFT [33] or some outlier rejection algorithms,

such as LPM [34]. In Geometric Transformation Estima-

tion stage, either epipolar geometry or homography is es-

timated by DLT [25] or RANSAC [23] based algorithms

[14, 65, 15, 16] commonly.

During recent years, image matching met deep learn-

ing, and a number of valuable efforts have been per-

formed. However, most of these studies still rely on the

classical pipeline. In this respect, while many methods

This research is funded by ROKETSAN.



[67, 29, 54, 20, 39, 5] try to improve Feature Detection

with deep architectures, some others [71, 58, 3, 38, 64]

reconstruct Feature Descriptors by utilizing learned repre-

sentations. On the other hand, there are also techniques

[21, 41, 56, 46, 22, 69] that tackle both problems together

and jointly try to solve them. Some efforts, as in [70, 72],

train the network to learn how to reject outliers in the pres-

ence of putative matches. SuperGlue [53] learns to make

appropriate matches using matching descriptors which are

obtained by benefiting both original descriptors and key-

point locations via multilayer perceptron. Another approach

[7] uses reinforcement learning to optimize feature detec-

tion and description for high-level tasks like relative pose

estimation. Some recent approaches [12, 10, 11] try to find

differentiable alternatives to RANSAC in order to estimate

geometric transformation better. Note that all the aforemen-

tioned efforts provide some improvements on some parts of

the classical pipeline.

The performance of the overall conventional system is

dictated by the weakest sub-block in this serial pipeline dur-

ing image matching. Therefore, trying to enhance the per-

formance of each stage would be sub-optimal as the output

of each block is the input to another, and every single step

is prone to error in a different scenario. Hence, it can be

observed that some recent works in the literature have aban-

doned the classical pipeline and started to propose combin-

ing many stages together in their solutions to overcome this

bottleneck. In this manner, there are methods [19, 40, 48]

that handle image matching problem with a single archi-

tecture by directly estimating the geometric transformation

between two images with regression. More recently, some

efforts [50, 49, 73] find correspondences between two im-

ages by benefiting from deep features with a single network

instead of separately detect, describe and match them.

The representations that are obtained by off-the-shelf

feature extractors are shown to be quite effective for com-

plex tasks, such as object detection [45, 9, 31] and semantic

segmentation [26]; however, as far as we know, currently

the only method employing off-the-shelf feature extractors

is D2-Net [22]. In other words, the requirement of design-

ing new deep networks for image matching is not clearly

justified by demonstrating the insufficiency of off-the-shelf

feature extractors as they are not examined in detail. On

the contrary, it is firmly believed that the human-level per-

formance of these feature extractors for image classifica-

tion task [27] indicates their semantic abstraction capabil-

ity. Moreover, their success in object detection and seman-

tic segmentation tasks reveals their good localization capa-

bility. If these pre-trained extractors are utilized in a way

for exploiting both their semantic abstraction and good lo-

calization capabilities, they might have a chance to achieve

satisfactory performance for image matching task as well.

If these pre-trained extractors are utilized in such a way that

exploits both their semantic abstraction and good localiza-

tion capabilities, they might have a chance to achieve satis-

factory performance for image matching task as well.

Recognition-by-components theory [8] advocates that

our way of perception of objects are separating them into

parts, which supports that humans might accomplish image

matching task using objects as they are the main compo-

nents of images. We have also been inspired by the Mental

Rotation [57] which states that the human brain does some

initial rotations while looking for similarities between two

objects.

Our main motivation in this paper is to reveal the perfor-

mance of a pre-trained off-the-shelf feature extractor on im-

age matching problem by applying simple, but effective vi-

sion techniques, such as hierarchical search, coarse-to-fine

strategy or preliminary alignment, as human visual system

possibly employs.

We propose a method that is able to find high-quality cor-

respondences between images, which does not require any

training. The proposed method only needs a pre-trained net-

work (e.g. VGG [59] or ResNet [28]) to extract its features.

We first leverage the invariances of the deepest layers to find

matches between images at a more semantic level. Then we

obtain a rough estimate of the geometric transformation be-

tween the images to apply the initial warping, as in Mental

Rotation [57]. After warping one of the images, we per-

form hierarchical matching, also a well-known technique,

from the deepest level of the feature map to the shallowest

layer. With this coarse to fine strategy, we basically exploit

the properties of all layers together, such as the powerful se-

mantic property of the deep layers and precise localization

of the shallow layers.

Hence, in this study our contribution is threefold;

i. We show that a simple dense nearest neighbor search

of the deep features at the terminal layer of a pre-trained net-

work (such as a frozen VGG) still yields sufficient matches

for obtaining a geometric transformation- and illumination-

invariant matching.

ii. We also demonstrate that after making a rough align-

ment through geometric transformation and warping in a

preliminary step, the image matching performance of a sub-

sequent block that mimics the previous stage in a hierarchi-

cal manner to refine positions of dense matches from the

terminal layers gives state-of-the-art performance.

iii. Using off-the-shelf deep feature extractors with no

training and only employing standard techniques, the pro-

posed method forms a performance baseline for learning-

based image matching methods.

2. Related Work

Classical Image Matching Pipeline consists of feature

detection, feature description, feature matching, and geo-

metric transformation estimation stages, as mentioned be-



fore. Most of the recently developed methods propose

some improvements on individual stages of this pipeline.

A prominent algorithm, namely SuperPoint [21], which fo-

cuses on feature detection and description, utilizes Magic-

Point [20] detector, which is trained on a synthetic dataset

and uses Homographic Adaptation as a self-supervision

strategy to label MS-COCO [32] dataset. Next, this

detector-descriptor network is trained jointly by partly shar-

ing parameters. This kind of combined training certainly

improves the overall robustness. However, SuperPoint has

limitations under some challenges, such as in-plane rota-

tions. The authors in [43] show that due to the trade-off be-

tween invariance and discrimination, we can not enforce the

network to be more rotation and illumination invariant. An-

other promising solution, SuperGlue [53] gets the detected

features and their descriptors as inputs, then uses a graph

neural network to find out cross and self attentions between

features. Afterwards, this method learns optimally match-

ing the features by the help of the differentiable Sinkhorn

algorithm [60, 17]. SuperGlue argues that it could remark-

ably improve the matching performances of extracted fea-

tures. However, its performance depends on the quality of

feature detectors and descriptors in principle. Moreover,

when the detector and descriptor couple change, it should

be retrained to get the best performance. D2-Net [22], on

the other hand, uses feature maps of VGG-16 to find salient

points and their descriptors. Although D2-Net can work

with no training, the authors argue that with well-defined

losses, it can be trained and might perform better. Since

D2-Net uses only the specific layers of the feature extractor

network, it can not utilize all the information encoded in the

feature extractor. Moreover, it tends to poorly localize the

features on account of using features at a low resolution.

Integrated Approaches are also applied to the image

matching problem recently. In integrated approaches, the

algorithms take two images as input and directly compute

the correspondences between them without externally de-

tect, describe, and match features. As a typical example,

NCNet [50] takes advantage of dense CNN features ex-

tracted by ResNet-101. Next, NCNet generates the 4D cor-

relation map, which will be processed later by a 4D CNN,

namely neighbor consensus network. Finally, the algorithm

outputs filtered matches between two images. NCNet al-

gorithm is a novel idea and it works well specifically in

semantic matching scenarios; however, the localization per-

formance is not good, since NCNet works in low resolutions

due to the large memory requirement. As an alternative in-

tegrated approach, Patch2Pix [73] uses NCNet as a base-

line and, starting from local patches, it predicts pixel-level

matches by using epipolar loss. The algorithm first extracts

features by adapted ResNet-34 until the 4th convolutional

layer, detects match proposals using the last layer and fi-

nally, refines these proposals by using mid and fine-level

regressors. Yet, this approach does not entirely benefit from

hierarchical refinement and coarse warping stages, which

are well-known procedures in vision research. Moreover,

it does not use the very last layers of ResNet-34 in which

more semantic information is encoded, and it requires train-

ing when the feature extractor backbone change. In their

ablation study, Patch2Pix clearly shows that starting with

the last layer and using the information of all layers before

the last layer provides a better performance compared to us-

ing some previous layers or using all layers containing the

last one. These experimental results also indicate the possi-

ble advantages of hierarchical refinement that is used in our

proposed method.

3. Method

We propose a two-stage architecture to perform match-

ing between two images, as shown in Figure 2. Our key

idea is to extract features with a pre-trained network, align-

ing images with rough geometric transformation estimation

then applying a coarse to fine strategy for better localiza-

tion. Opposing to the classical feature matching pipeline,

rather than constraining the set of feature points by a detec-

tion step, we exploit the feature points which are success-

fully matched like [50, 73]. In Stage-0, we perform Dense

Nearest Neighbor Search (DNNS) in low spatial resolution

to obtain a rough estimation of the geometric transforma-

tion between given images. Using this estimate, we warp

the second image to form the image that we use next. In

Stage-1, we first perform DNNS using the feature maps of

the reference image and the warped image at the last layers.

Starting with these coarse matches, we refine the matches

hierarchically by moving to finer resolutions at each step.

Given an image pair, A and B, we first perform deep fea-

ture extraction for both images using a pre-trained VGG-19

network. Then, we continue with a) Dense Nearest Neigh-

bor Search and b) Hierarchical Refinement, which will be

explained next in detail. After explaining these two basic

steps, we explain the two-stage architecture and how these

basic steps are employed.

3.1. Dense Nearest Neighbor Search

Dense Nearest Neighbor Search (DNNS) searches for

matches in dense feature maps using a mutual nearest neigh-

bor search with a ratio test [33] as employed in [22]. Given

feature patches FA and FB extracted from images A and

B, DNNS searches FB to find the best match for each el-

ement of FA. Potential matches are defined as the nearest

neighbors in terms of l2 distance. For a point pA in feature

map FA, if the ratio of the distance to best match pB and

the second-best match is below the given threshold, then the

point pA is matched to pB . However, the pair is accepted

only if the match is mutual, i.e., pA and pB are returned as

a matched pair if pB is matched to pA as well.
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Figure 2: Architecture for Deep Feature Matching (DFM) Algorithm

We first employ DNNS to initialize matches at the ter-

minal layer of the feature extractor. Note that, downsam-

pled size of this layer makes them suitable for DNSS. For

the VGG feature extractor, the size of the feature maps at

the 5th convolutional layer is W/16×H/16 where W and

H are the original width and height of the image, which

makes DNNS feasible. We also employ DNNS to refine the

matches at finer spatial resolutions, as explained next.

3.2. Hierarchical Refinement

The outputs of DNNS at the deep layers are robust to ge-

ometric transformations and illumination changes, but they

are poorly localized. Directly upsampling them to the orig-

inal resolution would yield poor matching performance.

As an imperfect alternative, DNNS can also be employed

in former convolutional layers without any constraint. How-

ever, finer spatial resolutions of these layers would increase

the computational complexity exponentially as we move

towards the original resolution. Moreover, the features

at deeper layers tend to carry semantic information more,

which makes them more discriminative, while the features

in shallower layers have smaller receptive fields and there-

fore tend to be more repetitive. Hence, applying DNNS at

these layers brings the risk of mismatches and erroneous

elimination of feature points. Patch2Pix [73] solves the lat-

ter problem by appending the features of different layers in

the original resolution at the expense of computational com-

plexity, which worsens the first problem more. However,

coarse-to-fine strategy (or hierarchical search/refinement),

which is a well-known technique in computer vision and

practiced in many works [44, 62], can be employed to solve

both problems at the same time. A similar hierarchical

matching strategy is also used in [47].

Given the set of matched pairs, PA,B
n at the layer n and

feature maps FA
n−1

and FB
n−1

at the layer n− 1, Hierarchi-

cal Refinement Algorithm (HRA) finds the matched points

at the current layer by employing DNNS in a limited area.

For each matched pair, pA and pB , HRA first constructs

point sets ΩA and ΩB which are the receptive fields of the

pA and pB at layer n − 1. For VGG-19, receptive fields

can be easily obtained by upsampling the input points by 2

and including the one-pixel right and bottom neighborhood

for each upsampled point. By restricting the search area

as such, DNNS can be applied with none of the aforemen-

tioned problems. Therefore, given a set of matched pairs in

layer n, for each pair, we feed the patches of feature maps

FA and FB to DNNS and get the matched pairs in layer

n− 1. HRA is presented in Algorithm 1.

Algorithm 1: Hierarchical Refinement (HRA)

input : FA
n−1

, FB
n−1

→feature maps at layer n− 1
PA,B
n →set of matched pairs at layer n

output: PA,B
n−1

→set of matched pairs at layer n− 1

Function HRef(FA
n−1

, FB
n−1

, PA,B
n ):

for pA,pB in PA,B
n do

(1)Get the receptive fields at layer n− 1 for

feature points defined at layer n
ΩA = receptive(pA)

ΩB = receptive(pB)

(2)Perform Dense Nearest Neighbor Search

MA,B = DNNS(FA
n−1

(ΩA),FB
n−1

(ΩB))

(3)Record the matched pair at layer n− 1
PA,B
n−1

.append(transform(MA,B))

end

return PA,B
n−1

end



HRA changes the number of feature points in each re-

finement step by selecting the correct matches and reject-

ing the outliers. In other words, correct and robust matches

are expected to survive and might even populate through

hierarchical refinement, while the outliers are expected to

be rejected, as illustrated in Figure 3. As seen in this fig-

ure, there are some poorly localized matches in Layer−5.

In Layer−4, the number of matches is increased, but still,

their localization is inferior. Moving forward to Layer−3,

matched points are localized much better, but there are still

some erroneous matches. (Note the 2nd and 3rd matches

from the top.) Notice that these outliers are also rejected in

Layer−2. Finally, we ended up with better localized and

more accurate matches in Layer−1.

3.3. Two Stage Approach

Given an image pair, one can extract the features by us-

ing a pre-trained feature extractor, perform DNNS at the ter-

minal layer to initialize the matched pairs, and refine them

up to the original resolution using HRA. The matching per-

formance of this single-step solution will be presented in

Section 4 as DFM(s1). However, we realized that this one-

step solution fails during hierarchical refinement in case

of severe geometric transformations. This result is due to

the fact that features at shallower layers are not as robust

as deep layers against geometric transformations. We also

observed that even if the method is able to generate cor-

rect matches at deeper layers, these matches are eliminated

while moving towards shallower layers. To overcome this

issue, we first predict a homography matrix HBA using the

matched set of points at the terminal layer and warp B us-

ing HBA to obtain warped image Bw. Next, we apply the

solution mentioned above by using the reference image A
and Bw. With such an approach, we are effectively first

aligning the two images, then looking for possible matches,

as proposed in [48]. Recently, this approach is successfully

applied in [55, 42, 66].

When VGG-19 is employed as the feature extractor, we

first obtain a set of matched points by feeding PA
5

and PB
5

to DNNS. Using this set of matched pairs, we predict a ho-

mography matrix HBA and obtain warped image Bwarped.

We extract features one more time for the warped image.

Then, we initialize a set of matched points utilizing the ter-

minal layers’ features of the warped and the reference im-

age with DNNS. For VGG-19, each point of the pair is the

parent of 4 points in the former layer. To refine the pairs,

HRA applies DNNS on 2x2 feature patches iteratively until

the first layer. Note that each level number of feature points

might change; in other words, PA
1

may have more points

than PA
5

, or vice versa.

4. Experiments and Evaluation

We have evaluated the proposed DFM technique on

Layer-5

Layer-4

Layer-3

Layer-2

Layer-1

Figure 3: Visualization of Hierarchical Refinement Algo-

rithm. Proposed method starts with Dense Nearest Neigh-

bor Search at the 5thlayer of the VGG-19, then applies

Hierarchical Refinement Algorithm until the 1stlayer. For

clarity, a limited number of matched pairs are shown.



Method #Features\Matches

HesAff [36] + RootSIFT + NN

HAN [39] + HN++ [38] + NN

SuperPoint [21] + NN

D2Net [22] + NN

SuperPoint + SuperGlue [53] (c=0.2)

SuperPoint + SuperGlue [53] (c=0.9)

Patch2Pix [73] (c=0.5)

Patch2Pix [73] (c=0.9)

DFM(s0+s1)(r=0.6)

DFM(s0+s1)(r=0.9)

DFM(s1)(r=0.6)

DFM(s1)(r=0.9)

6.7k\2.8k

3.9k\2k

1.6k\0.9k

6.0k\2.5k

0.5k

0.4k

1.1k

0.7k

4.8k

12.7k

2.9k

7.5k

Figure 4: Feature Matching Evaluation HPatches in terms of MMA. Variants of DFM are demonstrated as dashed lines.

HPatches [4] dataset, which consists of 116 sequences in

total. Each sequence has 6 images of the same scene, each

captured from a different viewpoint or under different illu-

mination. For each sequence, the dataset provides ground-

truth homographies between the first image and the remain-

ing five images. These 116 sequences are divided into two

subsets; 57 sequences have significant illumination changes

with the almost same viewpoint, while 59 sequences have

significant viewpoint changes under similar illumination.

We have performed feature matching and homography

estimation on the HPatches dataset and reported the results

in the following two subsections.

4.1. Feature Matching

The performance of the feature matching task is mea-

sured by the pixel-wise distances between the matched fea-

tures and their ground-truth projections on the pair images,

as in [22]. Then, these values have been averaged for

the whole dataset, and the percentage of the matches with

matching error less than the selected threshold is reported

for thresholds from 1 pixel to 10 pixels. This metric is

known as mean matching accuracy (MMA) [22].

The results of various methods are illustrated in Fig-

ure 4 with the number of matched features. We reported

results for four different variants of the proposed DFM.

We have denoted the variants that employ two-stage ap-

proach as (s0+s1) to abbreviate Stage-0 and Stage-1. Note

that Stage-1 is independent of Stage-0 and can be used

solely. We have represented these one-stage variants as (s1).

There are two more variants according to diversely con-

ducted ratio tests. We abbreviate the set of ratio test thresh-

olds {0.6, 0.6, 0.8, 0.9, 0.95} employed in hierarchical re-

finement algorithm as (r=0.6) to denote the ratio thresh-

old at the shallowest layer. For (r=0.9) the threshold set

is {0.9, 0.9, 0.9, 0.9, 0.95}. For the two-stage (s0+s1) vari-

ants, we have not applied any ratio test on Stage-0. In both

configurations, we have utilized conv5 3 layers of VGG-

19 on Stage-0, and we have utilized conv5 2, conv4 2,

conv3 2, conv2 2, conv1 2 layers on Stage-1. Our imple-

mentation will be available at https://github.com/

ufukefe/DFM.

As shown in Figure 4, DFM(s0+s1)(r=0.6) outperforms

all other methods for the thresholds less than 3 pixels on

overall results. Moreover, all variants of the DFM compete

with the state-of-the-art performance as the best second or

third method depending on the case even without particular

training for feature matching task. In viewpoint results, the

significant effect of Stage-0 can be observed clearly.

Apart from the promising matching results, DFM has

much more matches than any other algorithms. This means

DFM returns denser matches, claiming that there are at

least this many matches giving this MMA results.

4.2. Homography Estimation

Carrying out the Feature Matching evaluation in terms of

MMA is not sufficient for understanding the performance

of the compared algorithms. If an algorithm finds a single

correct match for each pair in the dataset, then its MMA

score will be 100% which is misleading. Researchers try

to examine such a case by also reporting the average num-

ber of matches, but algorithms might still fail for specific

pairs. In other words, an algorithm may have a sufficient

number of matches, but all these matches may concentrate

on the specific regions of the image pairs, preventing to

achieve a high-quality homography estimation. For measur-

ing this characteristic, following [21, 73], we also evaluate

our method in terms of homography estimation accuracy

for 1, 3, and 5 pixels. For this evaluation, four corners of

the reference image is projected onto the pair image with

estimated and ground-truth homographies, and the average

pixel distance between estimated and ground-truth projec-

tions of the four corners is obtained. Then, this average dis-

tance is thresholded to conclude whether homography esti-

mate for a pair is correct or not, and the rate of the correctly

estimated homographies are reported in Table 1.

As various setups had been used for this evaluation



[21, 73, 53, 63], it is relatively difficult to make firm conclu-

sions from Table 1. Even if almost in every setup RANSAC

is employed for homography estimation, independent se-

tups utilized different implementations (OpenCV and pyde-

gensac). The parameter selections of RANSAC (the num-

ber of iterations, confidence and distance thresholds) are not

clearly specified in all these previous setups. Moreover, the

stochastic nature of the RANSAC is completely ignored.

Besides, every method has performed this test by using the

dataset images at different resolutions. For example, there

is a remarkable amount of discrepancy between the reported

results for the SuperPoint algorithm in [21, 73] as shown in

Table 1.

In order to report the homography estimation perfor-

mance of the proposed approach, we used M-estimator

SAmple Consensus (MSAC) [65] algorithm by employing

estimateGeometricTransform function of MATLAB. Pa-

rameters of the function are ’Confidence’-trust of detecting

the highest number of inliers-, ’MaxNumTrials’-limit for

random trials to find inliers- and ’MaxDistance’-the max-

imum pixel-wise distance between a point and back pro-

jection of its pair for inliers-. These parameters were se-

lected as 99.99, 5000, 3 respectively, and matched features

from full-resolution images were used in our experiments.

We reported the mean and variance of correctly estimated

homographies to take MSAC’s stochastic nature into ac-

count. As we achieve a small standard deviation in 10 rep-

etitions, it can be concluded that the number of repetitions

is enough to obtain statistically meaningful results for the

overall dataset. We have also reported the maximum and

minimum possible results by taking the best outcome for

each pair (boe) and the worst outcome for each pair (woe)

Reported

in
Method

Homography Estimation Accuracy

≤1px ≤3px ≤5px

[21] SuperPoint [21] + NN 0.31 0.68 0.83

[73]

SuperPoint [21] + NN 0.46 0.78 0.85

D2Net [22] + NN 0.38 0.72 0.81

R2D2 [46] + NN 0.47 0.78 0.83

SuperPoint + SuperGlue [53] 0.51 0.83 0.89

SparseNCNet [49] 0.36 0.66 0.76

Patch2Pix [73] 0.51 0.79 0.86

DFM(s0+s1)(r=0.6) (boe) 0.53 0.84 0.90

DFM(s0+s1)(r=0.6) (µ± σ) 0.43±.01 0.73±.01 0.83±.01

DFM(s0+s1)(r=0.6) (woe) 0.34 0.62 0.73

DFM(s0+s1)(r=0.9) (boe) 0.58 0.89 0.93

DFM(s0+s1)(r=0.9) (µ± σ) 0.43±.01 0.76±.01 0.87±.01

DFM(s0+s1)(r=0.9) (woe) 0.27 0.60 0.76

Table 1: Homography Estimation results on HPatches [4].

DFM results are presented in terms of average accuracy and

its standard deviation over 10 runs. Selecting the best out-

come for each image pair (boe) and the worst outcome for

each image pair (woe) result in significant deviation. r is

the used ratio test threshold.

among 10 repeated tests. As shown in Table 1, boe and

woe results differ significantly, which indicates either our

MSAC configuration is not repetitive enough for individ-

ual pairs or our putative match sets is not distributed evenly

over the image pairs. This approach might seem like cheat-

ing, in fact it is, and hence they are not used in comparisons;

however, as the number of repeated tests is very limited, the

results cannot be explained by randomness only. These re-

sults indicate that there are enough correct pairs to achieve

boe homography estimation accuracy.

As shown in Table 1, DFM(s0+s1)(r=0.9) variant is the

second-best algorithm for the 5-pixel threshold in terms of

average accuracy. Nevertheless, even we believe the neces-

sity of this evaluation, we avoid making further comments

due to the inconsistencies.

5. Conclusion

In this paper, we have proposed a method for finding

point correspondences between two images by using the

features extracted by deep neural networks. We show that

benefiting from basic vision techniques and using the fea-

tures extracted by off-the-shelf deep neural networks, state-

of-the-art performance can be achieved without any special

training for feature matching. We demonstrate that the fea-

tures extracted by VGG network at its deepest layers are

quite discriminative that a simple nearest neighbor search

can be applied densely to initiate matches, decreasing the

necessity of a learning-based dense feature matcher, like

NCNet [50]. We also present our results that these ini-

tial matches can be refined hierarchically through shallower

layers.

Nonetheless, as a limitation, for initial warping we as-

sume that the matched scenes are planar. Hence, our two-

stage solution tends to perform well in planar scenes as

demonstrated on HPatches dataset [4] and may be useful

for aerial image matching while it may have some prob-

lems in the presence of non-planar image pairs. For such

scenarios, the proposed method should be either modified

to solve appropriate geometric transformation instead of ho-

mography, or should be utilized with one-stage version. For

the one-stage case, weakness of features at shallow lay-

ers limit the performance by preventing the method from

finding matches at those layers, which we observed in the

Hpatches dataset, in case of severe geometric transforma-

tions.
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