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Abstract

In this paper, we focus on the multi-object tracking

(MOT) problem of automatic driving and robot navigation.

Most existing MOT methods track multiple objects using a

singular RGB camera, which are prone to camera field-of-

view and suffer tracking failures in complex scenarios due

to background clutters and poor light conditions. To meet

these challenges, we propose a MultiModality PAnoram-

ic multi-object Tracking framework (MMPAT), which takes

both 2D panorama images and 3D point clouds as input

and then infers target trajectories using the multimodality

data. The proposed method contains four major modules,

a panorama image detection module, a multimodality data

fusion module, a data association module and a trajectory

inference model. We evaluate the proposed method on the

JRDB dataset, where the MMPAT achieves the top perfor-

mance in both the detection and tracking tasks and signifi-

cantly outperforms state-of-the-art methods by a large mar-

gin (15.7 and 8.5 improvement in terms of AP and MOTA,

respectively).

1. Introduction

Multiple Object Tracking (MOT) aims to locate the po-

sitions of interested targets, maintains their identities across

frames and infers a complete trajectory for each target. It

has a wide range of applications in video surveillance [82,

27], custom behavior analysis [21, 27], traffic flow moni-

toring [56] and etc. Benefited from the rapid development

of object detection techniques [64, 24, 8, 48, 74, 87, 40],

most state-of-the-art MOT trackers follow a tracking-by-

detection paradigm. They first detect targets in each im-

age using modern object detectors and then associate these
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Figure 1. Illustrations of multimodality panoramic multi-object

tracking. (a) 360◦ panorama image. (b). Multimodality collab-

oration.

detection responses into trajectories by data association.

These methods have achieved significant improvement in

recent years and became the main stream of MOT.

Accurate and efficient as they are, these methods are

prone to camera field-of-view (FOV) and cannot handle the

blind areas of camera views. Besides, limited to the prop-

erties of RGB cameras, these methods also have difficulties

tracking targets in complex scenarios such as poor light con-

ditions and background clutters. Figure 2 illustrates a cou-

ple of tracking examples of the singular camera multi-object

tracking. In (a), the MOT trackers track targets in a crowd-

ed scene. We can see that, the MOT trackers only generate

sporadic trajectories while unconscious of the other targets

in the surrounding. In (b), MOT trackers are failed to track

targets due to background clutters and poor light condition-
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s. These drawbacks of the single-camera MOT trackers pre-

vent them from many important applications such as robot

navigation [54] and automatic driving [22, 6].

To meet this challenge, we propose a MultiModality

PAnoramic multi-object Tracking framework (MMPAT),

which takes 2D 360◦ panorama images and 3D LiDAR

point clouds as input and generates trajectories for target-

s by multimodality collaboration. The key insights of our

MMPAT are twofold. First, a wider vision brings more in-

formation. As shown in Figure 1 (a), compared with the

singular-camera MOT that tracks targets in a local view, tak-

ing the 360◦ panorama images as input enables us to have a

global view of the surroundings and opens up opportunities

for optimal tracking. Second, singular modality is biased

while multimodality complement each other. As shown in

Figure 1 (b), when the target in red bounding box is invisi-

ble due to poor light condition, the 3D point cloud supple-

ments the target information for tracking. This provides a

foundation for robust object tracking in complex scenarios.

On this basis, we design the MMPAT algorithm with taking

both the 2D 360◦ images and 3D point clouds as input. The

proposed method is an online MOT method containing four

major modules, 1) a panoramic object detection module, 2)

a multimodality data fusion module, 3) a data association

module and 4) a trajectory extension module. The Module

1 takes 2D images as input and outputs detection results for

the panorama images. As panorama images are often long-

width, the target responses in the feature maps of panorama

images are narrow. This makes it difficult to locate the tar-

gets and generate accurate bounding boxes. To handle this

problem, we design a split-detect-merge detection mecha-

nism to detect targets in panorama images, which first splits

panorama image into image slices, then detects targets in

each slice, and finally merges detection responses from dif-

ferent slices. In Module 2, we fuse 2D images with 3D point

clouds and append each detection with a 3D location char-

acteristic. In Module 3, we match existing trajectories with

newly obtained detections, where target appearance, motion

and 3D location are exploited for data association. In Mod-

ule 4, we generate accurate and complete trajectories for tar-

gets according to the data association results. The proposed

MMPAT achieves the best performance in the detection and

tracking tracks of the 2nd JRDB workshop1 and significant-

ly outperforms state-of-the-art methods by a large margin

(15.7 and 8.5 improvements on AP and MOTA, respective-

ly).

In summary, the contributions of this paper include:

• We propose a MultiModality PAnoramic multi-object

Tracking framework (MMPAT) for robot navigation

and automatic driving.

• We provide an efficient object detection mechanism to

1https://jrdb.stanford.edu/workshops/jrdb-cvpr21

detect targets in panorama images.

• We design a 3D points collection algorithm to asso-

ciate the point clouds with 2D images.

• The proposed method significantly improves the detec-

tion and tracking performance by a large margin.

2. Related Work

2.1. 2D Multi­object Tracking

Motivated by the rapid development of using Deep Con-

volution Neural Network in computer vision tasks [53, 40,

24, 26, 46], most state-of-the-art MOT methods follow a

tracking-by-detection paradigm due to the rapid develop-

ment of the DCNN-based detection techniques. According

to whether frames following the future frame are available

in the tracking process, these methods can be further divid-

ed into two subcategories: offline and online trackers

Offline MOT methods allow using (a batch of) the entire

sequence to obtain the global optimal solution of the data

association problem. A series of works [51, 69, 73, 75, 83,

84] use graph models to link detections or tracklets (short

trajectories) in the graph into trajectories. Ma et al. [51] in-

troduce a hierarchical correlation clustering (HCC) frame-

work which builds different graph construction schemes at

different levels to generate local, reliable tracklets as well

as globally associated tracks. Wang et al. [75] utilize a

graph model to generate tracklets by associating detections

based on the appearance similarity and the spatial consis-

tency measured by the multi-scale TrackletNet and cluster

these tracklets to get global trajectories. A few method-

s [32, 23, 33] tackle MOT problems by finding the most

likely tracking proposals. Kim et al. [32] propose a nov-

el multiple hypotheses tracking (MHT) method which enu-

merates multiple tracking hypothesis and selects the most

likely proposals based on the features from long-term ap-

pearance models. There are also methods formulating the

result optimization problem of MOT as a minimum cost lift-

ed multicut problem [73], a multidimensional assignmen-

t problem for multiple tracking hypothesis [32], a Maxi-

mum Weighted Independent Set (MWIS) problem [68] or

a lifted disjoint paths problem [28]. Besides, a series of

deep network based trackers are developed, such as Deep

Tracklet Association (DTA) [88], bilinear LSTM (bLST-

M) [33], Message Passing Netowrk (MPN) [4], and Track-

letNet Tracker (TNT) [75]. There are other methods im-

prove the performance of MOT by Tracklet-Plane Matching

(TPM) [58] and Correlation Co-Clustering (CCC) [31].

Online MOT methods require that only the information

in the current frame and the previous frame can be used to

predict the tracking result of current frame, and the track-

ing result of the previous frame cannot be modified based
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Figure 2. Limitations of the single-modality single-camera tracking. (a) Limitation of camera �eld-of-view. (b) Tracking failures in
background clutters and poor light conditions. The red arrows point to tracking failures.

on the information of the current frame. A large num-
ber of research studies [77, 14, 78, 80, 66] utilize bipar-
tite matching to tackle online MOT problems. Wojkeet
al. [77] divide the existing trajectories and new detection-
s into two disjoint sets, and tackle the trajectory-detection
matching problems by the Hungarian algorithm [55]. The
method [66] uses a Recurrent Neural Networks (RNN) to
integrate Appearance, Motion and Interaction information
(AMIR) to jointly learn robust target representations. A se-
ries of deep learning approaches are proposed to measure
the similarity between a target and a tracklet, like Spatial
Temporal Attention Mechanism (STAM) [16], Recurrent
Autoregressive Network (RAN) [20], Dual Matching Atten-
tion Network (DMAN) [90], and Spatial-Temporal Relation
Network (STRN) [80]. In FAMNet [15], Feature extrac-
tion, Af�nity estimation and Multi-dimensional assignmen-
t are integrated into a single Network. Besides, there are
several works that incorporate the technologies from oth-
er �elds, such as Tracktor++ [1] leverages bounding box
regression from object detection, Instance Aware Tracking
(IAT) [ 14] leverages the idea of model updatng from single
object tracking, and GSM [47] leverages the graph match-
ing module from target relations.

2.2. 3D Multi­object Tracking

3D Object Detection.There is a large literature on the
use of instant sensor data to detect 3D object in the do-
main of autonomous driving. Depending on the modality
of input data, 3D object detectors can be roughly divid-
ed into three categories: monocular image-based method-
s, stereo imagery-based methods, and LiDAR-based meth-
ods. Given a monocular image, early 3D object detec-
tion works [85, 11, 10, 38] usually exploit the rich detail
information of the 3D scene representation to strengthen
the understanding of 3D targets, like semantic and objec-
t instance segmentation, shape features and location pri-
ors, key-point, and instance model, while later state-of-the-

art studies [79, 36, 62, 52, 5] pay more attention to 3D
contexts and the depth information encoding from multi-
ple levels for accurate 3D localization. Compared with
the monocular-image based methods, stereo-imagery based
methods [12, 42, 76, 59] add additional images with known
extrinsic con�guration and achieve much better 3D objec-
t detection accuracy.The method [12] �rst generates high-
quality 3D object proposals with stereo imagery by encod-
ing depth informed features that reason about free space,
point cloud densities and distance to the ground, and em-
ploys a CNN on these proposals to perform 3D object de-
tection. Stereo R-CNN [42] exploits object-level disparity
information and geometric-constraints to get object detec-
tion by stereo imagery alignment. Wanget al. [76] convert
image-based depth maps generated from stereo imagery to
pseudo-LiDAR representations and apply existing LiDAR-
based detection approaches to detect object in 3D space. In
addition to image-based methods, there is abundant litera-
ture [41, 18, 89, 39, 60, 71] directly using the 3D informa-
tion from the LiDAR point cloud to detect 3D objects. Sev-
eral works [18, 89, 39] sample the unstructured point cloud
as a structured voxel representation and encode the fea-
tures using 2D or 3D convolution networks to detect objec-
t. Methods [41, 81] utilize conventional 2D convolutional
networks to achieve 3D object detection by projecting point
clouds to the front or bird's-eye views. Besides, there are al-
so methods [60, 71] directly employ raw unstructured point
clouds to localize 3D objects with the help of PointNet [61]
encoder. Moreover, there are other methods [13, 45, 35, 44]
fusing LIDAR point clouds and RGB images at the feature
level for multi-modality detection.

3D Object Tracking. Due to the success of the
tracking-by-detection paradigm in 2D object tracking,
many 3D object tracking methods also follow this paradig-
m. Based on the 3D detection results, methods [57, 67, 72]
utilize �lter-based (Kalman �lter; Poisson multi-Bernoulli
mixture �lter) algorithm to continuously track 3D objects,
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