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Abstract

The objective of this paper is to automatically read any

circular single pointer analogue gauge in real-time on mo-

bile phone. We make the following contributions: (i) we

show how to efficiently and accurately read gauges on mo-

bile phones using a convolutional neural network (CNN)

system which accepts both a high and low resolution gauge

image; (ii) we introduce a large synthetic image dataset (far

superior in size to prior works) with ground truth gauge

readings, pointer layout and scale face homographies that

is suitable for training a CNN for real world application;

(iii) we also release a new real world analogue gauge

dataset (larger meter variation than any previous) with an-

notation suitable for testing three different types of tasks

and finally (iv) we beat state of the art performance for

gauge reading on this dataset and an existing public dataset

in multiple metrics by large margins, notably with pointer

angle error less than 1 degree. Our method is fast and

lightweight and runs up to 25fps on mobile devices.

1. Introduction

Despite the digital age, analogue gauges are still preva-

lent in both industrial and private sectors. Examples in-

clude the tracking of pressure, speed or temperature in in-

dustrial plant equipment or the monitoring of electric, gas

and water supply in the typical home. Unfortunately, the

push for automatic monitoring and analysis, is resulting in

fully operational existing equipment becoming obsolete and

abandoned at both huge monetary and environmental cost.

Hence, enabling these analogue systems to interface with

modern digital ones is of great benefit. To this end, we pro-

pose a computer vision based system for rapidly transcrib-

ing analogue gauges into a digital format using a mobile

phone camera. Such a system would entail simply waving a

phone camera over a gauge to securely transfer the reading

onto the phone where the data can be further processed.

The majority of analogue (or dial) gauges are circular

and employ a moving pointer that directly corresponds to

a measurable parameter as indicated on a calibrated scale.
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Figure 1. Our system runs in real-time on mobile phone and is ca-

pable of transcribing unseen analogue gauges to a very high accu-

racy. The system is trained purely from synthetic data yet transfers

very well to real world meters and is robust against the huge ap-

pearance variation in real world gauges due to bezel types, pointers

and background scales.

Recovering this reading from images or video is difficult

for a number of reasons but namely: (1) dim lighting

and/or glare (typical in industrial environments), (2) paral-

lax caused by off perpendicular camera view to the plane of

the gauge face, and most notably (3) the huge variation of

gauge appearances, due to differences in bevel, pointer and

face designs (see Figure 1).

To the best of our knowledge we are the first to propose

a mobile phone based system for analogue gauge transcrip-

tion and make the following four contributions: (i) we show

how a multitask CNN can be trained (solely with synthetic

data) to run efficiently on mobile phone (using a low res-

olution and high resolution input image), (ii) we generate

and release a large synthetic image dataset of 10,000 im-

ages, Synthetic-Gauges, that can be used for training a CNN

model to transcribe real world gauges, (iii) we also release a

new real world analogue gauge dataset for testing purposes

on three tasks (gauge detection, perspective correction and

reading), and finally (iv) we show our trained CNN beats
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Figure 2. Method overview. Our system is split into three stages:
(a) Stage 1 infers the bounding box of gauges in the image and
recovers the corners of a virtual plane lying on the back face of the
gauge. In (b) a blue plane and coloured dots illustrate the virtual
plane and corner points respectively. Stage 2 recti�es the image
to a head on view of the gauge face (c) and stage 3 detects scale
minimum, maximum, pointer centre and tip as yellow, green, blue
and red dots respectively. From these keypoints, the gauge is tran-
scribed by computing the pointer angle relative to the scale mini-
mum and maximum, see equation1.

the state of the art in multiple metrics on our data as well as
on the publicly available Kaggle dataset [13].

Related work. The task of analogue gauge transcription
has been tackled numerous times. Recent methods fall
largely into two groups: those which use traditional based
computer vision [3, 20, 25, 8, 18, 23, 9, 26, 17] and those
which utilise deep learning [14, 10, 11, 21, 1, 16, 5, 15].

Methods using traditional based approaches are typ-
ically brittle to appearance variation in lighting, back-
ground clutter and highly constrained to particular types of
gauges. Examples include methods using the Hough trans-
form [12] for circular gauge detection and/or scale mark-
ings [10, 3, 17, 25, 26]; hand crafted heuristics based on
curved shapes [20, 18]; or K-means and PCA for detecting
and determining pointer angle [13]. Although these types of
approaches are likely ef�cient to run on smartphones, they
do not generalise well to in the wild conditions.

While many prior works are still using the traditional
methods, there is a growing trend in applying deep learn-
ing to the task [10, 14, 15, 16]. However, these works often
incorporate deep learning in just part of their transcription
pipeline, probably due to the severe lack of suitable train-

ing data. Semi-synthetics have been used fairly successfully
by Weidonget. al [5], but this was limited to a very small
range of meters and single camera view. For transcribing
digital meters, Charleset. al [6, 7] were successful in pro-
ducing a mobile phone system. Using fully synthetic data
for digit recognition, a single labelled image of a target me-
ter and a CNN with modality converter, they obtained good
in the wild performance. The drawback being a separate
CNN needed to be trained per meter.

Notably [13] and [21] appear to be the only prior works
which provide a dataset for analogue gauges with [13] being
the most readily available, however annotations for pointer
angle and readings are unavailable.

In section2 an overview of our system is given, sec-
tion 3 provides technical details, section4 introduces our
new dataset, section5 describes our experiments, section6
ablates and compares our method to the state of the art. Fi-
nally we conclude in section7.

2. Method Overview

To digitise the reading displayed on a target gauge our
system ingests an input image of the gauge along with the
scale range. Operating in three stages: (1) the gauge is �rst
detected on a low resolution image then (2) perspective dis-
tortion is corrected on a higher resolution crop of the gauge,
and �nally (3) the pointer position and angle relative to the
scale is recovered. The process of using a low and high res-
olution image in this manner means detection in stage 1 is
very fast (and low memory) and read precision in stage 3
is still accurate. These three stages are outlined in Figure2
and described further below.

Stage 1: Gauge detection. A light weight detector is
trained to carry out two roles: (i) locate the bounding box of
the gauge and (ii) infer the homography between the back
face of the gauge (where the scale resides) and the camera.
Note this is not an easy task, the detector has to account for
various types of bevel depth and glass re�ection, see Fig-
ure2(a) and (b).

Stage 2: Perspective correction. Perspective distortion
is corrected by �rst predicting the four corners of the vir-
tual gauge face plane using a keypoint detector, see Figure
2(b). Then secondly, recovering the homography between
the gauge face plane and camera using these four points as
image corner correspondences [2]. And �nally, use the ho-
mography to warp the gauge face into an image as if taken
by a head on camera, see Figure2(c).

Stage 3: Gauge reading. A keypoint detector is trained to
detect several keypoints on the recti�ed image of the gauge
face. These are the scale minimum and maximum points,
and the pointer center and tip, see Figure2(c). The error in
2D positions due to parallax (caused by pointers not being
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