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Abstract

Visual representations using high dynamic range (HDR)

images have become increasingly popular because of their

high quality and expressive ability. HDR images are ex-

pected to be used in a broad range of applications, includ-

ing digital cinema, photography, and broadcast. The gener-

ation of a HDR image from a single exposure Low Dynamic

Range (LDR) image is a challenging task where one must

make up for missing data due to underexposure or overex-

posure and color quantization. In this paper, we propose

a deep convolutional neural network (CNN) model with a

stack of dilated convolutional blocks for reconstructing a

HDR image from a single LDR image. Within each dila-

tion block, the dilation rate of the convolution layer is three

and progressively decreases to one. Multiple dilation con-

volution blocks are further connected densely to improve

the representation capacity of the network. As the network

is trained in a supervised manner, the additional informa-

tion is reconstructed from learned features. Our experimen-

tal results show that the model effectively captures missing

information that was lost from the original image.

1. Introduction

Image restoration is one of the classical problems in

computer vision. The method of reconstructing a clean,

original image from a corrupted or noisy image is known

as image restoration. The image is usually corrupted dur-

ing the acquisition process or transmission because of noise,

low-light, pixel value errors, out-of-focus blurring, or cam-

era motion blurring, etc. Unlike image enhancement, image

restoration attempts to retrieve a latent clean image x from

a degraded image y by properly understanding the degrada-

tion phenomenon given by

y = H x + d (1)

where H is the degradation function and d is additive noise.

Recent advancements in deep learning have brought sig-

nificant growth in the field of image restoration. As a

function approximator, it estimates the unknown mapping

between the input and output image sets. Deep learn-

ing has advanced to state-of-the-art efficiency in image

restoration tasks like deblurring[25], denoising[26], super-

resolution[2, 9], etc. Similar attempts have been made to

restore an original image having much richer contrasts like

those found in the physical world, referred to as the high

dynamic range (HDR) imaging.

Camera sensors cannot capture the wide range of lumi-

nance in a natural scene. This will result in pixel infor-

mation being lost in underexposed and overexposed areas

of an image, resulting in a low dynamic range (LDR) im-

age. Furthermore, since a narrow-range image is enlarged

to a wide-range image, finding an appropriate relationship

between the two spaces of different ranges is challenging.

HDR images must be generated to recover missing infor-

mation and reflect a wide range of illuminance in an image.

Few advanced hardware systems have been proposed to di-

rectly generate HDR images[20, 16], but they are usually

too costly to be broadly accepted. As a result, computa-

tional HDR imaging techniques have gotten a lot of atten-

tion.

There has been active research going on in the area of

deep learning for HDR image reconstruction. The introduc-

tion of convolutional neural networks (CNN) brought sig-

nificant growth in the field of HDR image reconstruction.

Taking a sequence of LDR images at various exposures and

then combining them into an HDR image is the most com-

mon technique [1, 12, 14, 18, 23]. In these methods, the

scene and the camera should be kept static to produce a

high-quality HDR image. When there is motion between

these multiple exposure images, there will be ghosting and

blurring artifacts. Recovering a HDR image from a single

exposure LDR image is a more challenging problem. The

methods in [3, 13, 5, 24, 11] above convert a single expo-

sure LDR image to an HDR image. HDRCNN[4] suggested

a deep auto-encoder for HDR image restoration that recov-

ers only the overexposed regions of an LDR image using a

weighted mask. In DRTMO[6], a framework consisting of

two networks for creating up-exposure and down-exposure



Figure 1: Proposed DCDCNet architecture. The network uses DRDB for efficient feature extraction.

LDR images, are combined to form an HDR image.

In this work to synthesis HDR images, we propose

a fully connected convolutional neural network namely

Densely Connected Dilated ConvNet (DCDCNet) inspired

by [22]. Here, the feature extraction in the network has been

improved by integrating the dilated residual dense blocks

(DRDBs).

The rest of the paper is organized as follows: In Section

2, we describe the methodologies that we propose for HDR

image synthesis. Section 3 details our experiments and in

Section 4, we present our result analysis. Finally, Section 5

concludes the work.

2. Proposed Method

In this section, we describe the proposed network used

for the synthesis of HDR images from a single exposure

LDR image. The input LDR image and generated HDR

image are RGB images with three channels. Before feeding

the LDR image, to generate a corresponding set of HDR

images, we first map the input LDR images I to the HDR

domain using gamma correction[21, 8].

X = Iγ/t (2)

where γ > 1 denotes the gamma correction parame-

ter and t denotes the exposure time of the image. In this

work we use γ = 2.24. Given X as input, the proposed

densely connected dilated ConvNet (DCDCNet) obtain the

HDR image by

X̂ = f (X, θ) (3)

where f (.) denotes the proposed DCDCNet, and θ is the

network parameters.

2.1. Overview of the DCDCNet Architecture

The proposed densely connected dilated ConvNet

(DCDCNet) as shown in Figure 1, takes the gamma-

corrected image as input and generates the corresponding

HDR image using a sequence of dilated residual dense

blocks (DRDBs) using a global residual learning(GRL)

technique. The DRDBs and GRL help in the effective use

of image features and the generation of an HDR image with

plausible details. The network consists of several convolu-

tion layers, dilated residual dense blocks, and skip connec-

tions, as shown in Figure 1. Fj , j = 0, 1, · · · , 6. are the

feature maps at different layers.

Given the gamma-corrected image, the DCDCNet first

obtains a feature map of 64 channels by a convolution layer.

Then this is fed to series of three DRDBs. As a result, three

function maps F1, F2, and F3 are generated. In DCDCNet,

we use residual dense blocks (RDBs) with dilated convolu-

tion for HDR imaging instead of the RDB proposed in [27].

The feature map from three DRDB (ie F1, F2, F3) are con-

catenated and then fed to a convolution layer of filter size 3

x 3 to generate another feature map F4.

Inspired by super-resolution methods [10, 28], we use

a global residual learning strategy to obtain feature maps

before reconstructing the HDR image from F4.

Zr = F4 + F0 (4)

The less processed information from the reference image

is found in the feature map F0. Thus the feature map Zr



Figure 2: The DRDB sub-net used in DCDCNet. The block has a series of densely connected convolutional layers with

varying dilation rates for feature extraction.

contains enough information to reconstruct the HDR image.

We estimate the HDR image X̂ in the HDR domain after

two convolution layers with ReLU activation.

2.2. Dilated Residual Dense Block

A convolutional filter with a broad receptive field is

needed, to capture degradations with a wide spatial exten-

sion. However, this would theoretically increase network

complexity and would necessitate a large dataset to prevent

overfitting. Another alternative is to use a series of convolu-

tional layers with small filter sizes, resulting in a larger re-

ceptive field with less learnable parameters. But this would

increase the number of trainable parameters, which could

lead to deep network vanishing gradient problems. These

limitations can be solved using dilated convolutions with

large dilation factors. However, since the aggregated fea-

tures in two adjacent pixels come from a completely non-

overlapping input feature set[15], high dilation rates can re-

sult in information loss. Additionally, the restored images

can have a gridding effect as a result of these. To tackle

this problem, Dilated residual dense block (DRDB)[19] is

used for feature extraction. As shown in Figure 2, DRDB

is a residual densely [7] connected convolutional network

with varying dilatation rates in different convolution layers.

A sequence of convolution layers is accompanied by ReLU

activations and dense concatenation-based skip-connections

in the proposed dilated residual dense block (DRDB). As in-

put, each convolution layer takes the concatenation of all the

previous layer’s feature maps. This ensures the smooth flow

of gradients to shallow layers of the network while minimiz-

ing the feature redundancy in deeper layers. Each DRDB

implementation has six convolution layers. As a result, the

network achieves a large receptive field without information

loss.

2.3. Loss Function

In this method, the network is trained based on the mean

squared error (MSE) and the MSE loss is the mean squared

error between the ground-truth HDR images and the pre-

dicted images. It is incorporated to generate high fidelity

images and is formulated as :

LMSE =
1

W ×H × C

W−1∑

i=0

H−1∑

j=0

C−1∑

k=0

(
Xi,j,k − X̂i,j,k

)2

(5)

where, W , H , and C are the width, height, and the number

of channels of the output, Y is the ground truth HDR image

and X̂ is the predicted image.

3. Experiment

3.1. Dataset

The dataset used in the experiment is the challenge

dataset provided by the organizers of NTIRE workshop

2021 for the HDR image synthesis for LDR images. The

dataset consists of a low dynamic range (LDR) medium ex-

posed image as input and a corresponding high dynamic

range (HDR) ground-truth image. The dataset contains

1494 pairs of LDR medium exposed images and their cor-

responding HDR ground truth images for training, 60 pairs
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Figure 3: Sample results of the proposed DCDCNet for (a) input LDR medium exposed image, (b) images generated using

DCDCNet shows high fidelity with (c) the HDR ground-truth image.

for validation, and 201 pairs for testing. Each image is of

resolution 1060 × 1900 × 3.

3.2. Training

The DCDCNet is trained using image patch size 512 ×

512 × 3 and batch size 10. Data augmentation is done using

random cropping, flip, and rotation. Adam optimizer with

β1 = 0.9, β2 = 0.99 and learning rate 2e−1 was used in net-

works. The learning rate is decayed after every 5000 epochs

with a decay rate of 0.5 in network. The network is trained

for a total of 11000 epochs using a Tesla P100 GPU card

with 16 Gib memory.

3.3. Evaluation Metrics

For the quantitative evaluation of the proposed method,

we use the standard Peak Signal To Noise Ratio (PSNR).

The PSNR score is calculated in dB between the µ-law tone-

mapped ground truth and generated images.

4. Result Analysis

Densely Connected Dilated ConvNet (DCDCNet) is a

competing entry in Track 1 Single frame NTIRE 2021 High

Dynamic Range challenge [17]. Table 1 shows the perfor-

mance comparison based on muPSNR and PSNR of the pro-

posed DCDCNet with other competing entries in the chal-

lenge. It is evident from the table that, the proposed DCDC-

Net obtained comparable results with the challenge winners



Teams muPSNR PSNR

Ours 33.93(4) 32.00(4)

Team 1 34.87(1) 32.84(2)

Team 2 34.77(2) 32.27(3)

Team 3 34.49(3) 33.47(1)

Team 4 32.83(5) 30.98(5)

Team 5 16.42(6) 26.94(6)

Table 1: Comparative study of the results from NTIRE 2021

High Dynamic Range Challenge - Track 1 Single Frame

in terms of muPSNR.

5. Conclusion

In this paper, we proposed a fully connected convolu-

tional neural network to reconstruct a high dynamic range

(HDR) image from a single exposure low dynamic range

(LDR) image. Densely Connected Dilated ConvNet (DCD-

CNet) for Single image HDR synthesis has obtained state-

of-the-art restoration performance in terms of standard eval-

uation metrics muPSNR and PSNR. The dilated residual

dense blocks in the network enable feature reuse, thus learn-

ing robust representations with minimum parameters. Local

and global feedback connections boost learning ability by

guiding low-level features from higher-level features. Fur-

ther improvement and additional studies about the network

structure will be addressed in future work.
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