
Efficient CNN Architecture for Multi-modal Aerial View Object Classification

Casian Miron

casian miron@yahoo.com

Alexandru Pasarica

alexpasarica@gmail.com

MCC Resources S.R.L.

“Gheorghe Asachi” Technical University,

Iasi , Romania

Radu Timofte

Abstract

The NTIRE 2021 workshop features a Multi-modal

Aerial View Object Classification Challenge. Its focus is

on multi-sensor imagery classification in order to improve

the performance of automatic target recognition (ATR) sys-

tems. In this paper we describe our entry in this challenge,

a method focused on efficiency and low computational time,

while maintaining a high level of accuracy. The method is a

convolutional neural network with 11 convolutions, 1 max

pooling layers and 3 residual blocks which has a total of

373.130 parameters. The method ranks 3rd in the Track 2

(SAR+EO) of the challenge.

1. Introduction

In air-to-ground applications, the visual distance is al-

ways long, in which the target seems to be rather small, and

less feature information can be involved. In air-to-ground

views, targets tend to have only a few tens of pixels of in-

formation, and convolutional neural networks (CNN) have

much less information available in feature extraction than in

conventional life scenarios [22]. At the same time, the air-

to-ground target scene has a large field of view, and the de-

tection target has many environmental changes (occlusion,

background interference), so it is hard to acquire satisfied

detection results [7].

The use of multi-sensor imagery, with both types of im-

ages, EO and SAR, has an advantage in the increase in

performance of automatic target recognition (ATR) systems

[4]. Electro optical (EO) sensors are used to obtain images

that are directly interpretable and intuitive for human oper-

ators, alleviating the need for specialized training. Also,

these types of images can be used in image processing

and computer vision applications such that advanced intelli-

gence can be generated computationally without significant

human intervention. Whereas, synthetic aperture radar SAR

images are considered more abstract and can be difficult to

interpret by both human users and computer vision algo-

rithms. SAR imagery is considered a non-literal imagery

type because it does not look like an optical image which is

generally intuitive to humans.

This paper is part of the NTIRE 2021 Workshop Chal-

lenge on Multi-Modal aerial view object classification [1].

The challenge has two tracks: Track 1 - classification based

on the analysis of synthethic aperture radar (SAR) images

and Track 2 - classification based on multisensor SAR and

electro ocular (EO) images. The paper presents the imple-

mentation of an efficient CNN system architecture which

was ranked 3rd in Track 2 of the challenge for SAR and EO

images object classification.

2. State of the art

The classification of object based on aerial images has

multiple applications such as traffic control [2, 15], auto-

matic target recognition [8], agriculture [21, 5], weather

monitoring or topological classification [13]. These appli-

cations are based on multiple types of images that vary from

images acquired using drones, synthethic aperture radar,

electro optical sensors, satellite images etc.

The analysis of SAR images for object classification

has been previously used in other research papers such as

Biondi et al. (2019) [3] which proposes a method for sep-

aration of buildings from vegetation based on deep CNN

and polarimetric classification, Mdakane et al. (2020) [18]

whcih proposes the use of Gradient Boosting Decision Tree

Classifier (GBT) for identification of oil spils, Malmgren

et al. (2017) [17] which proposes a method for automatic

target recognition based on deep learning CNN, Wen et al.

(2020) [20] which proposed a dual fast R-CNN for moving

target detection.

One of the more challenging applications is the classifi-

cation of SAR images, due to the high level of complexity

and abstractization. Thus, the paper for the Multi-modal
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Aerial View Object Classification Challenge written by Liu

et al. [16] represents a collection of state of the art meth-

ods within this field. The paper presents the top 10 methods

proposed for object classification from multisensor images.

These methods vary in terms of the proposed CNN architec-

ture from efficient low number of parameters to complex,

accuracy oriented architectures with a very high number

of parameters that also require longer model training time.

There can also be observe a difference in data validation

image processing time that is also influenced by the com-

plexity of the trained model and the use of CPU vs GPU.

3. Proposed method

3.1. System architecture

The proposed system architecture for Track 1, presented

in Table 1, consists in a convolutional neural network

with 11 convolutions, 1 max pooling layers and 3 resid-

ual blocks [10]. The convolution layers use rectified linear

unit (ReLU) [9, 19] activation function and are followed by

batch normalization, its kernel, number of channels and pa-

rameters are 3 × 3, 64 and 36,928, respectively. The total

number of parameters is 373,130. In order to compensate

the uneven distribution of the dataset classes we used class

weights that improve the class difference and do not allow

the CNN to skew the results towards the class with the high-

est representation within the dataset. The diagram of the

system architecture is presented in Figure 1. For the first

competition track which is focused on classification of SAR

data we train a single network with the input 55× 55× 1.

The method proposed for Track 2 consists of a pair of

SAR and EO images and for that we train two convolutional

neural networks, one for SAR images with the input 56 ×

56 × 1 and one for EO images with the input 32 × 32 × 1.

The result is given by averaging the Softmax vectors of the

two networks. For SAR images we took the last 100 images

from each class and made a validation set, for EO we took

the last 100 images from each class for validation. Adam

optimizer [23] is used for training the networks. We use

the default hyper-parameter. The networks are trained for

100 epochs. No extra-data or augmentation was used. The

analysis using the CNN architecture was done using a CPU

(inference time per sample is approximately 0.02s). The

system does not rely on network pretraining.

3.2. Datasets

The NTIRE 2021 workshop on Multi-modal Aerial View

Object Classification Challenge proposed for classification

two datasets: Track 1 dataset which requires the classifica-

tion of SAR images and Track 2 dataset which is based on

both SAR and EO images. Both datasets contain images

from 10 classes presented in detail in Table 2. The distribu-

tion of images in each class is highly skewed due to the high

Table 1. Proposed CNN system architecture

No.Layer K #paramDimensions

0 Input Im-

age

- - HxWx1

1 C+R+D(0,3) 3x3 640 H-2xW-2x64

2 MaxPooling 2x2 - (H-2)/2x(W-2)/2x64

3 C+R+D(0,3) 3x3 36928 (H-2)/2x(W-2)/2x64

4 BN - 256 (H-2)/2x(W-2)/2x64

5 ADD(2+4) - - (H-2)/2x(W-2)/2x64

6 C+R+D(0,3) 3x3 36928 (H-2)/2x(W-2)/2x64

7 BN - 256 (H-2)/2 x (W-2)/2x64

8 C+R+D(0,3) 3x3 36928 (H-2)/2x(W-2)/2x64

9 BN - 256 (H-2)/2x(W-2)/2x64

10 ADD(5+9) - - (H-2)/2x(W-2)/2x64

11 C+R+D(0,3) 3x3 36928 (H-2)/2-2x(W-2)/2-2x64

12 BN - 256 (H-2)/2-2 x (W-2)/2-2x64

13 C+R+D(0,3) 3x3 36928 (H-2)/2-4x(W-2)/2-4x64

14 BN - 256 (H-2)/2-4 x (W-2)/2-4x64

15 C+R+D(0,3) 3x3 36928 (H-2)/2-4x(W-2)/2-4x64

16 BN - 256 (H-2)/2-4 x (W-2)/2-4x64

17 C+R+D(0,3) 3x3 36928 (H-2)/2-4x(W-2)/2-4x64

18 BN - 256 (H-2)/2-4 x (W-2)/2-4 64

19 ADD(14+18) - - (H-2)/2-4x(W-2)/2-4x64

20 C+R+D(0,3) 3x3 36928 (H-2)/2-6x(W-2)/2-6x64

21 BN - 256 (H-2)/2-6 x (W-2)/2-6x64

22 C+R+D(0,3) 3x3 36928 (H-2)/2-8x(W-2)/2-8x64

23 BN - 256 (H-2)/2-8x(W-2)/2-8x64

24 C+R+D(0,3) 3x3 36928 (H-2)/2-10x(W-2)/2-

10x64

25 BN - 256 (H-2)/2-10x(W-2)/2-

10x64

26 GlobalAveragePooling 64

27 D(0.3) - - 64

28 Dense(10)+SM 650 10

- Output 373.130

BN= BatchNormalization,C= Convolution,

D= Dropout,R= ReLU, SM = softmax

number of images in the class ”Sedan” which has approx-

imately 10 times more images than the next class ”SUV”.

The proposed methods for each dataset use a training set

created from selection of SAR and EO images.

3.2.1 Track 1: SAR imagery

The first dataset is based on synthetic aperture radar (SAR)

images for model training and image classification. The

dataset contains 293772 SAR greyscale images with the

spatial resolution of approximately 56x56 pixels. The pre-

sented approach for track 1 is based on all the SAR images

from the dataset, divided into the training set and validation

set. In order to obtain the validation set, we selected the last
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Figure 1. Proposed CNN system architecture

100 images from each class and the remaining images were

used as the training set. Sample SAR images from the first

dataset are presented in Figure 2.

3.2.2 Track 2: SAR+EO imagery

The second dataset proposed for the NTIRE 2021 compe-

tition consists of mulstisensor images acquired using elec-

tro optical (EO) and synthethic aperture radar (SAR) meth-

ods. The purposed of this approach is to compensate the ab-

stract nature of SAR images that can be difficult to interpret

to human users with more intuitive images obtained using

EO sensors. The dataset contains the previously mentioned

SAR images also used in Track1 and an additional 293772

EO greyscale images with the spatial resolution 32x32 pix-

els, with the same class distribution as the SAR images. The

approach used when analysing images from this dataset is

to train two models, one on SAR images and one on EO

images and the output Softmax vectors from each model

are average and applied on the validation set. The same ap-

proach as track 1 was applied in the separation into training

and validation sets: the last 100 images from each class for

both SAR and EO images were used for validation and the

remaining images of each class were used in model train-

ing. Sample SAR and EO images are presented in Figures

2 and 3.

Table 2. Total number of images for each subclass

No. Class #SAR images #EO images

1 Sedan 234,209 234,209

2 SUV 28,089 28,089

3 Pickup 15,301 15,301

4 Van 10,655 10,655

5 Box truck 1,741 1,741

6 Motorcycle 852 852

7 Flatbed truck 828 828

8 Bus 624 624

9 Pickup with

trailer

840 840

10 Flatbed with

trailer

633 633

- Total 293722 293722

Figure 2. SAR images from the datasets

Figure 3. Electro optical images from the datasets

3.3. Class weigthed Softmax CrossEntropy Loss

The Class-Balanced Loss can be used in training highly

imbalanced datasets by introducing a weighting factor that

is inversely proportional to the effective number of samples.

The datasets from both challenge tracks, detailed in Table 2,

present a main class that has approximately 10 times higher
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number of images than the next class, also there are another

6 classes which have under 1800 images.

The Softmax is represented by the feature vector that is

produced in the final layer of the proposed CNN architec-

ture. [14]. The Softmax activation function determines the

probabilities for each class where the sum of all probabili-

ties is equal to 1. This activation of the CNN model has the

advantage of normalizing the outputs and each value in the

output of the Softmax function is interpreted as the proba-

bility of membership for each class [12]. The Softmax is

determined by the following equation:

Softmax = (
(exp(zi)

∑C

j=1
(exp(zj))

) (1)

The Softmax function takes into consideration each class

z = [z1, z2, z3, ..., zC], where C=10 represents the total

number of clases in the analysed datasets, as mutually ex-

clusive and computes the probability distribution over all

classes [6]. Given a sample with class label zi, the Softmax

cross-entropy (CESoftmax) loss for this sample is written

as:

CESoftmax = −log(
(exp(zi)

∑
10

j=1
(exp(zj))

) (2)

Suppose class i has ni training samples, the class-

balanced (CBSoftmax) Softmax cross-entropy loss is [11]:

CBSoftmax = −

NoI

C ∗ ni

log(
exp(zi)

∑
10

j=1
(exp(zj))

) (3)

where NoI
C∗ni

is the class weight factor and the NoI repre-

sents the total number of images which is equal to 293722.

4. Experimental results

The first track results were obtained using a single model

with 27 layers (11 convolutional layers) on the training set

of SAR images. Given the complex type of images that

are analyzed, the performance of the training stage is re-

duced. This is also reflected in the overall standing where

out proposed method is ranked 13th based on accuracy, as

presented in Table 3.

The second Track proposed solution was implemented

using Python scripting language and deployed on a 13 Gb

GPU for the training stage of the challenge, whereas the test

stages required an approximate computational time of 0.02s

per sample on a single CPU core and on the GPU is 0.5ms

per image this results in a inference time of 1ms for both im-

ages EO+SAR. The results for Track 2 were obtained using

two networks for each type of images, either SAR or EO.

One network is trained on the SAR images dataset with a

input resolution of 56x56x1 and the other one is trained on

Table 3. Results obtained for track 1 test data. (∗) Our runtime is

reported on CPU, whereas the other runtimes are self-reported on

GPU.
Method Accuracy [%] Runtime [s]

1 duanyuru 34.615 0.43

2 meye66 26.634 0.02

3 ulosc 26.392 n/a

4 yangchris11 26.029 0.001

5 ga z a 25.061 0.04

6 XuYifei 24.818 n/a

7 BONG 24.576 0.04

8 zhangxs 23.608 0.006

9 oooo0 23.366 0.0048

13 Casian 20.944 0.02∗

the EO images dataset with input 32x32x1. The final result

is determined by computing the average of the output Soft-

max vectors of the two networks. The overall results for

Track 2 are presented in Table 4 where we can observe that

out proposed method is ranked 3rd based on accuracy. For

the CNN architecture used in Track 2 we also performed

an ablation study in order to determine if the performance

of the trained model is influenced by the number of layers

and parameters used. This can be an indicator of the ratio

between CNN object classification efficiency and accuracy.

Table 4. Results obtained for track 2 test data. (∗) Our runtime is

reported on CPU, whereas the other runtimes are self-reported on

GPU.
Method Accuracy [%] Runtime [s]

1 shirly 46.852 0.035

2 caihuanqia 34.625 0.018

3 Casian 26.513 0.02∗

4 MichaelXin 26.029 0.15

5 LeonShangguan 25.061 0.0581

6 xsourse 23.971 0.018

7 yangchris11 21.065 0.001

8 benjamin666 20.702 0.033

9 vamshi 17.01 n/a

The datasets are heavily skewed in favor of images of

sedan type cars, which can make it difficult to obtain an ac-

curate training stage. This is why a weighted class method

was used in order to prevent over training of the CNN to-

wards this type of class. The total number of images for

each class is presented in Table 2.

4.1. Ablation study

The ablation study experiment was performed in order

to see that if we modify the architecture by stripping in dif-

ferent stages layers we obtain a faster CNN and maintain

the accuracy of the assembler used on the Track2 EO+SAR

challenge. The five experimental setups are obtained as fol-

lows:
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Figure 4. Distribution of images from the datatsets into classes

• Setup 0: We remove from the architecture presented

in Table 1 the following layers: 20,21,22,23,24,25 and

use 32 as the number of channels for the convolutions

and the dropout 0.1 resulting in a lightweight architec-

ture with 47,530 parameters;

• Setup 1: We use the same architecture as presented in

Table 1, the only difference is that the number of chan-

nels is 32 instead of 64, resulting in the total number

of parameters of 94.410 ;

• Setup 2: modify Setup 1 by removing the skip connec-

tion layers: 5,10,19;

• Setup 3: We modify the architecture presented in Table

1 by removing the skip connection layers: 5,10,19

• Setup 4: submitted CNN architecture to the challenge

The experimental results obtained for the setups of the

ablation study are presented in Table 5:

Table 5. Ablation study of the impact of number of parameters

over model accuracy

Setup #param Acc[%] speed

Setup 0 2x47.530 20 2x12ms

Setup 1 2x94.410 21.42 2x18ms

Setup 2 2x94.410 24.935 2x17ms

Setup 3 2x373,130 20.389 2x19ms

Setup 4 2x373,130 22.078 2x20ms

5. Conclusions

The proposed method for Track 2 of the NTIRE Multi-

modal Aerial View Object Classification Challenge relies

on an efficient CNN architecture. This aspect is supported

by the reduced number of parameters used in the system

architecture. Overall, for the 27 layers of the CNN archi-

tecture a total of 373,130 parameters were used. The results

obtained using the proposed method are below two other

methods submitted for the NTIRE 2021 Challenge, but its

novelty comes from the reduced processing time and low

number of parameters used during the training stages. Also,

it is worth mentioning that the method proposed in this pa-

per is the only one that uses CPU processing during the test

stages, whereas all others rely on GPU processing, which is

generally necessary when working with complex CNNs.

On the other hand, our proposed method for Track 1

of the challenge which relies on the use of a single model

trained on SAR images, has lower accuracy and ranks 13th

in the competition due to the fact that SAR images are more

complex and require the use of a CNN architecture focused

on accuracy that uses a high number of parameters.
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