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Abstract

In this paper we target the color transfer estimation

problem, when we have pixel-to-pixel correspondences. We

present a feature-based method, that robustly fits color

transforms to data containing gross outliers. Our solution

is based on an optimal inlier maximization algorithm that

maximizes the number of inliers in polynomial time. We in-

troduce a simple feature detector and descriptor based on

the structure tensor that gives the means for reliable match-

ing of the color distributions in two images. Using com-

binatorial methods from optimization theory and a number

of new minimal solvers, we can enumerate all possible sta-

tionary points to the inlier maximization problem. In order

for our method to be tractable we use a decoupling of the

intensity and color direction for a given RGB-vector. This

enables the intensity transformation and the color direction

transformation to be handled separately. Our method gives

results comparable to state-of-the-art methods in the pres-

ence of little outliers, and large improvement for moder-

ate or large amounts of outliers in the data. The proposed

method has been tested in a number of imaging applica-

tions.

1. Introduction and motivation

We will in this paper target the problem of robust color

transfer between images. Color transfer, also known as

color mapping, color correction or color balancing, is the

problem of transferring the colors between two or more im-

ages so that they in some sense are the same. A nice intro-

duction and overview to the problem is given in [9].

There are various scenarios and use cases for color trans-

fer, but in this paper we are addressing the specific case

when we have two images of the same scene, and where we

have known pixel-to-pixel correspondences. We will de-

scribe an overall system for robust estimation of the color

transformation, given two input images in the same geo-

metric coordinate system. However, our robust fitting could
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also be directly used in any other feature based [32] or

patch based [20] color transfer algorithm. For our feature

based method, we will show how to optimally maximize

the number of inliers, i.e. the number of correspondences

that follow the fitted color transformation within some error

bound. This gives a very robust approach that can handle

large amounts of outliers. By outliers we mean data points

that do not follow any underlying sought color transform,

and that arise due to e.g. mismatches and occlusions. Pre-

viously, methods that optimally find models that maximize

the number of inliers, in polynomial time, have been de-

veloped, [8]. The authors used it to produce algorithms for

optimal image stitching and 2D-registration. In [44] similar

methods were used to perform large-scale image-based lo-

calization. We will in this paper apply these ideas to color

matching.

Our main contribution in this paper is an optimal inlier

maximization scheme that robustly fits color transforma-

tions to data (Section 3.2 and 3.3). In order use this method

in a system, we also describe a feature detector and fea-

ture descriptor for color matching (Section 2), and how to

choose the working color space in order to get separable

color transformations (Section 3.1)1.

1.1. Related work

There exists a number of approaches for transferring

the colors of one image to another. Most of these ap-

proaches work on the overall color distribution of the im-

ages [37, 33, 11, 23, 10, 30, 45, 16, 18] . One main reason

is that these methods also work on images that depict dif-

ferent scenes entirely, i.e. where there is no obvious spatial

relation between the images. However, this can also be an

impediment, especially when such spatial correspondences

exist. To this end, methods based on segmentation [42, 46],

and matching patches in the corresponding images have

been developed, [20]. This, and many such feature based

methods, also estimate a geometric transformation between

the images. In this paper we restrict ourselves to the case

when this transformation is known, or when the images are

naturally in the same geometric coordinate system (in our

1Code at: github.com/hamburgerlady/antifeature-color-transform
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experiments we show a number of natural use cases where
this is true). Other feature based methods [32, 48, 46, 31]
typically match SIFT features, and then �t the transforma-
tion to colors extracted at these points. Most of these meth-
ods are not robust to outliers to any large extent, however,
the method of Parket al. [32] is based on a robust low rank
matrix formulation. Recently also methods based on learn-
ing, for so-called style transfer, have shown impressive re-
sults [50, 28], but these methods typically do not consider
outliers.

2. Feature representation

We will in this section describe our feature representa-
tion. Most feature based methods for color transfer use
SIFT features, [32, 31, 46, 48], mostly since these methods
also do geometric matching. However, such feature points
are by design points with high frequency structures. This is
not ideal for modelling color, since color by nature is a low
frequency property. For this reason, many color transfer al-
gorithms extract the color by some form of averaging over a
larger window around the SIFT points, [31, 46, 48]. We will
base our representation on the structure tensor [5, 25, 24],
but it could be based on other detectors,e.g. MSER [29].
The structure tensor, as its name suggests, captures much of
the local intensity variations in a compact and robust way.
These properties make it very suitable as a tool for feature
extraction, and the classic Foerstner-Harris corner detectors
[15, 21] were based on it. It is well known that the mag-
nitudes of the eigenvalues of the structure tensorJ (x; y)
capture the local structure at(x; y), so that typically corners
have two large eigenvalues, linear structures and edges have
one large and one small eigenvalue and slowly varying ar-
eas have two small eigenvalues. These properties have been
used to �nd corners in images, by thresholdinge.g. the de-
terminant (which equals the product of the eigenvalues) of
J (x; y). In our case we are interested in feature point that
have as little corner or edge structures as possible, and as
such they would correspond toantifeaturesto what we nor-
mally extract as features. We could do this by looking at the
product of the eigenvalues, and when this is small it consti-
tutes a good candidate for a feature. It turns out that we get
better behavior by looking at the logarithm of the product
(this will among other things suppress lines and edge struc-
tures), so we will use this as a basic function from which
we extract our features,

' (x; y) = log(1 + det J (x; y)) : (1)

We would like' to be small at our feature points, so we will
threshold it at some level. We choose this level as a factor
of the mean�' of ' , over the whole image. We then choose
all points(x; y) that are also local minimizers of' , i.e. we
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Figure 1. Left shows the response function' (x; y ) as in (1). Then
follows the initial feature setA, the �nal feature setA0 after lateral
inhibition and the descriptors for the extracted features.

extract our feature setA asA = A1 \ A2, with

A1 = f (x; y) j ' (x; y) � C �' g; (2)

A2 = f (x; y) j ' (x; y) � ' (x0; y0) 8 j(x0; y0) � (x; y)j < � g:

In most cases we aim at features that cover the whole of
the image, in order to capture the color variations, but at
the same time we do not want too dense sampling. To this
end we apply a simple lateral inhibition mechanism [36], by
ordering the features randomly and cancelling out a neigh-
borhood around each feature taken in the order. This gives
us our �nal feature setA0. In Figure1 the result of our fea-
ture extraction scheme is shown on an example image. We
choose the locally averaged color as our descriptord for a
feature position(x i ; yi ), by

d(x i ; yi ) = I (x; y) � G(x; y)j(x i ;y i ) ; (3)

whereG(x; y) is a smoothing Gaussian function. To the
right in Figure1 the resulting descriptor colors are shown
for the example image.

3. Color transformation inlier maximization

In the presence of outliers, �nding accurate correspon-
dences is dif�cult, and robust methods are highly desirable.
Typically, we have a model that depends on a number of pa-
rameters� , and we would like to �t this model to our data
in a robust way, such as

min
�

X

i

`(r i ); (4)

wherer i is the residual for data pointi , and`(x) is a robust
loss function. Here we choose to minimize the number of
outliers (or equivalently to maximize the number of inliers),
and hence de�ne

`(r ) =

(
0 if r � �;
1 otherwise;

(5)

for some inlier bound� . This formulation leads to a chal-
lenging optimization problem, but we will now show how
we can �nd a tractable solution. In [8] it was shown how the
number of inliers can be maximized in polynomial time, for
a �xed-dimensional model, where the computational com-
plexity follows directly as a consequence of the theory of


















