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Abstract

Mapping a single exposure low dynamic range (LDR)

image into a high dynamic range (HDR) is considered

among the most strenuous image to image translation tasks

due to exposure-related missing information. This study

tackles the challenges of single-shot LDR to HDR mapping

by proposing a novel two-stage deep network. Notably, our

proposed method aims to reconstruct an HDR image with-

out knowing hardware information, including camera re-

sponse function (CRF) and exposure settings. Therefore,

we aim to perform image enhancement task like denoising,

exposure correction, etc., in the first stage. Additionally,

the second stage of our deep network learns tone mapping

and bit-expansion from a convex set of data samples. The

qualitative and quantitative comparisons demonstrate that

the proposed method can outperform the existing LDR to

HDR works with a marginal difference. Apart from that,

we collected an LDR image dataset incorporating different

camera systems. The evaluation with our collected real-

world LDR images illustrates that the proposed method can

reconstruct plausible HDR images without presenting any

visual artefacts. Code available : https://github.

com/sharif-apu/twostageHDR_NTIRE21.

1. Introduction

Due to numerous hardware limitations, digital cameras

are susceptible to capture a limited range of luminance.

Subsequently, such hardware deficiencies drive most stan-

dalone devices to capture over/under-exposed images with

implausible perceptual quality [21]. To counter such in-

evitable consequences, typically, digital camera leverage

multiple LDR shoots with different exposure settings [7].

Regrettably, such multi-shot LDR to HDR recovery is also

far from the expectation and can incorporate limitations, in-

cluding producing ghost artefacts in dynamic scenes cap-

tured with hand-held cameras [21, 24].

Contrarily, recovering HDR images from a single-shot
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image consider among the most prominent solution to ad-

dress the shortcomings of its multi-shot counterparts. How-

ever, a single-shot HDR recovery always remains a chal-

lenging task as it aims to recover significantly higher pixel-

wise information than a legacy LDR image (i.e., 8-bit im-

age) [9]. Most notably, such LDR to HDR mapping has to

incorporate dynamic bit-expansion, noise suppression, and

estimation of CRF without having any additional informa-

tion from the neighbour frames.

In the recent past, several methods [9, 21, 24, 14] have

attempted to reconstruct HDR images from single-shot

LDR input by leveraging the convolutional neural networks

(CNNs). Typically, these deep methods learn to hallucinate

the CRF and perform bit-expansion from a convex set of

data samples [21, 9]. Notably, the hardware-related infor-

mation, explicitly the CRF is proprietary property of the

original equipment manufacturer (OEMs) and mostly re-

mains undisclosed. Therefore, addressing the single-shot

LDR to HDR mapping with a single-stage deep network

with pre/post-processing operation can result in inaccurate

CRF estimation along with quantization. Subsequently,

such HDR mapping methods can end up with visual arte-

facts in real-world scenarios [21].

In this paper, we propose a two-stage learning-based

deep method to tackle the challenging single-shot HDR re-

construction. The proposed method comprises a two-stage

deep network and learns from a convex set of single-shot

8-bit LDR images to reconstruct 16-bit HDR images com-

prehensively (please see Fig. 1). Here, the first stage of

the proposed method performs the basic enhancements task

like exposure correction [40, 5], denoising [4, 36], etc., and

the second stage recovers the 16-bit HDR image, includ-

ing the tone mapping [23, 17]. Notably, we encouraged

our network to directly learn to reconstruct HDR images

without explicitly estimating hardware-related information

like CRF and bit-expansion. Hence, our method incorpo-

rates a significantly simple training process and does not re-

quire any handcrafted processing. We studied our network

with real-world LDR images to confirm the feasibility in

unknown data samples.

Our contributions are as follows:
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Figure 1: Single-shot LDR to HDR reconstruction obtained by the proposed two-stage deep method. The proposed network

intends to map an 8-bit LDR input into a 16-bit HDR image. However, for better visualization, we normalized the recon-

structed images and compared them with their inputs. In each pair, the top section illustrates the LDR input, and the bottom

segment shows the corresponding HDR output.

• A two-stage deep network to reconstruct 16-bit HDR

images from 8-bit LDR inputs.

• Comparison with state-of-the-art methods and outper-

form them in both objective and subjective measure-

ment.

• Collection of an LDR image dataset and extensively

study the proposed method’s feasibility in real-world

scenarios.

2. Related Works

LDR to HDR image reconstruction has been largely in-

vestigated in the last couple of years. The following sub-

section discusses some of the previous work on this topic,

and for simplicity of the presentation, we categories those

methods into learning and non-learning based methods.

2.1. Nonlearning Based Methods

Inverse tone-mapping [2], additionally known as Expan-

sion operators(EOs), broadly used for LDR to HDR im-

age reconstruction, has been studied for the last couple of

decades. Nevertheless, this technique’s difficulty persists

as it lacks to produce details of the missing portion of the

image. Hereabouts, concerning single image HDR recon-

struction, we discuss some existing EOs techniques. EOs is

commonly formulated mathematically as:

Le = f(Ld), wheref : [0, 255] → R+ (1)

Here, Le indicates the produced HDR content from LDR

inputs, which is denoted as Ld. f(.) indicates the expansion

function, which takes LDR content as input.

Inverse tone mapping, along with global operators,

mainly used in the early time of solving this LDR to HDR

conversion problem. Landis [16], one of the earliest to solve

this problem, used a linear function to all the images’ pix-

els. A gamma function has been used in Bist et al. [3]

paper, where the gamma curve is defined with the help of

the human visual system’s characteristics. Maisa et al. [25]

proposed a global method that expands the content based

on image properties determined by an image key. All the

above methods are categorized as the global method [1].

An analytical method coupled with an expand map is

typically applied in the local method to expand LDR con-

tent to HDR. A median-cut [6] method was used in Ban-

terle et al. [2] paper to find the areas with high luminance.

Later they generated an expand map using an inverse oper-

ator to extend the luminance range in the high luminance

areas. To maintain the contrast, Rempel et al. [30] further

used an expand map calculated by a gaussian filter and an

edge-stopping function.

Some other methods were proposed to tackle this issue

where user interaction was added in most of them. Didyk

et al. [8] used a semiautomatic classifier to detect the high

luminance and other saturated areas. Wang et al. [37] pro-

posed an impainting-based method where textures are re-

covered by transferring details from the user’s specific se-

lected region. However, these above techniques solve LDR

to HDR conversion problem and produce satisfactory out-

comes only when well-behaved inputs are provided.

2.2. Learning Based Methods

Learning-based image to image translation like image

enhancement showed great promises in the past decade.

Considering their success in different domains of image

manipulation, recent LDR to HDR studies have incorpo-

rated deep learning in their respective solutions. In recent

work, Endo et al. [10] propose an auto-encoder to gener-

ate HDR images from multi-exposure LDR images. Lee et

al.[18] sequentially bracketed LDR exposures and utilized

a CNN to reconstruct an HDR image. Later, Lee et al. [19]

proposed a recursive conditional generative adversarial net-

work (GAN) [11] and combined an L1-norm to reconstruct

the HDR images. Yu-Lun et al. [21] intended to learn re-

verse camera pipeline for HDR reconstruction from a sin-

gle input. Notably, all of these deep methods incorporate
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complicated training manoeuvre and handcrafted pre/post-

processing operations.

Apart from these approaches, a few novel methods pro-

pose to learn LDR to HDR directly through a single-stage

deep network. For example, Eilertsen et al. [9] propose

to utilize a U-Net architecture [31] to estimate the over-

exposed region of an image and combines it with under-

exposed pixels of the LDR inputs. In another way, Marner-

ides et al. [24] proposed a multi-branch CNN to extract fea-

tures from the input LDR and fuse the output of each branch

to expand the bit values of LDR images. Similarly, Zee-

shan et al. [14] proposed a recurrent neural network to learn

single-shot LDR to HDR from training pairs. The existing

straightforward deep networks learn CRF and bit-expansion

with a single-stage network, which can easily misinterpret

the reconstruction network to produce visual artefacts.

Unlike the existing works, the proposed method does not

include any additional pre/post-processing operation. Our

proposed method directly learns an 8-bit LDR to 16-bit

HDR mapping with a novel deep network.

3. Method

The proposed method aims to recover 16-bit HDR im-

ages from single-shot LDR inputs. This section describes

the process of network design, optimization, and implemen-

tation strategies in detail.

3.1. Network Design

We consider the single-shot LDR to HDR formation as

an image to image translation task. Therefore, the pro-

posed deep network aims to recover 16-bit HDR images as

F : IL → IH . Where mapping function (F) learns to gener-

ate a 16-bit image (IH ) from an 8-bit LDR image (IL) com-

prehensively from a convex set of training samples. Fig. 2

illustrates the overview of the proposed method.

As Fig. 2 depicts, the proposed method comprises a two-

stage deep network to map an input LDR input to an HDR

image. The stages of the proposed deep method aim to per-

form as follows:

• Stage I: Learns basic operation like exposure correc-

tion, denoising, contrast correction, gamma correction,

etc.

• Stage II: Learns tone mapping, bit-expansion, and re-

cover 16-bit HDR images from the output of stage-I.

Stage-I design. Typically, the LDR images illus-

trate numerous shortcomings like over/under exposure,

over/desaturation, sensor noises, etc. Stage-I of the

proposed method aims to perform such image enhance-

ment tasks before reconstructing the HDR images. Here,

the network maps the input LDR input (IL) as IH′ ∈

[0,M ]H×W×3. Here, H and W represent the height and

width of IH′ . The maximum value of M can be perceived

as M = 255. However, we normalized the value of M by

dividing 255 to accelerate the training process. We design

our stage-I as a stacked CNN and comprises a single con-

volutional operations (i.e., as input and output layer) with

multiple Residual Dense Attention blocks (RDAB). To per-

ceive a deeper architecture, we emphatically selected the

frequency of RDAB in stage-I as RDAB as n = 2.

Stage-II design. Stage-II of the proposed method aims

to reconstruct the final 16-bit HDR images by learning tone

mapping and bit expansion. Here, it takes the output of the

stage-I IH′ as input and maps it as IH ∈ [0,K]H×W×3. It

is noteworthy that the output range of IH has been stored

in a 16-bit image format. Therefore, the maximum value of

K can be K = 65535. Apart from that, this stage shares

a similar network architecture as its predecessor. However,

due to reduce the trainable parameter, we set the frequency

of RDAB in stage-II as n = 1.

Residual Dense Attention Block. To accelerate our

learning process, we develop a novel block combining a

residual dense block [41] and a spatial attention module

[39], as shown in Fig. 3. Notably, the spatial attention mod-

ules in the newly developed RDAB allowed us to leverage

spatial attention along with residual feature propagation to

mitigate visual artefacts. For a given input X , an RDAB

aims to output the feature map (X ′) as:

X = R(X) + S(X) (2)

R(·) and S(·) present the function of residual dense at-

tention block and spatial attention block. We added the out-

put of S(·) along with R(·) to learn a long-distance feature

inter-dependency while performing HDR mapping.

3.2. Optimization

The stages of the proposed method have been optimized

with dedicated loss functions. Based on their dedicated role,

we set the objective functions to maximize the performance.

Stage-I optimization. Typically, the deep networks have

to employ a reconstruction loss to minimize the objective

loss [33]. This study utilizes an L1-norm as a base recon-

struction loss [32], which can be derived as follows:

LR1 =‖ IG8 − IH′ ‖1 (3)

Here, IH′ and IG8 present the output obtained from

stage-I and reference 8-bit image.

Due to the presence of extensive sensor noises in the

LDR inputs, the generated images through the deep model

can suffer from structural distortion. To avoid such unex-

pected structural degradation, we leveraged an SSIM loss

[32, 42] as structure loss and derived as follow:

LS = SSIM
(

IG8, IH′

)

(4)
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Figure 2: Overview of the proposed method. The proposed method comprises a two-stage deep network. Stage-I aims to

perform image enhancement task such as denoising, exposure correction, etc. Stage-II of the proposed method intends to

perform tone mapping and bit-expansion.

Figure 3: The residual dense attention block comprises a

residual dense block and a spatial attention block. The

stages of the proposed method leverage this residual dense

attention block to accelerate the learning process.

We used a multi-scale variant of SSIM-loss during train-

ing.

Apart from the L1 and SSIM loss, we utilized a GAN

based loss in this study. Here, the GAN-based loss aims to

improve the texture in the reconstructed images [12, 38] and

derived as follows:

LG = −
∑

t

logD(IH′ , IG8) (5)

The total loss of the stage-I can be derived as :

LS1 = LR1 + LS + 1e− 4.LG (6)

Stage-II optimization. Similar to stage-I, we develop

another dedicated loss function to maximize the perfor-

mance of stage II. Here, the objective reconstruction loss

of stage-II has obtained as follow:

LR2 =‖ IG − IH ‖1 (7)

Here, IH and IG generated 16-bit HDR image and cor-

responding reference 16-bit image.

We combined a perceptual colour loss (PCL) [34] along

with the L1 loss to optimize stage-II. Here, the PCL aims

to guide the network to avoid any colour degradation while

mapping the given 8-bit images into a 16-bit HDR image

[34]. The PCL can be derived as follows:

LC = ∆E
(

IG, IH

)

(8)

Here, ∆E represents the CIEDE2000 colour difference

between generated image and the reference image [22].

The total loss of stage-II can be summarized as follows:

LS2 = LR2 + LC (9)

3.3. Implementation Details

Both stages of the proposed method comprise a similar

network architecture. The input layer of both stages aims

to map an arbitrary image with a dimension of H ×W × 3
into a feature map Z = H ×W × 64, where H and W

represent the height and width of the input image. Contrar-

ily, each network’s output layer generates images as IR∗ =
H ×W × 3. The convolution operations of stage-I and

stage-II comprises a kernel= 3 × 3, a stride=1, padding=1,

and activated by a ReLU activation.

Apart from the stage-I and stage-II networks, the pro-

posed method also utilizes a discriminator for estimating the

adversarial loss. Here, we adopted a well-established vari-

ant of the generative adversarial network (GAN) known as

conditional GAN (cGAN) [26, 20] to obtain a stable train-

ing phase. Our discriminator’s goal has set to maximize

EX,Y

[

logD
(

X,Y
)]

. The network comprises eight con-

secutive convolutional layers with a kernel size of 3×3 and

activated with a swish function. The feature depth of these

convolutional layers has started from 64 channels. In every

(2n − 1)th layer, the architecture expands its feature depth

and reduce the spatial dimension by a factor of 2. The final
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Figure 4: Example of image patches used for training. Top

row: LDR image (Input), middle row: reference image (8-

bit), bottom row: reference image (16-bit).

output of the discriminator obtained with another convolu-

tion operation comprising a kernel = 1× 1 and activated by

a sigmoid function.

4. Experiments and results

We perform dense experiments to study the feasibility

of the proposed study in a different scenario. This section

details the results obtained from the experiments for LDR

to HDR reconstruction.

4.1. Setup

We studied our method with images from the HdM HDR

dataset [27, 28]. The used dataset comprised a set of 1289

scenes (i.e., long, medium, short exposure LDR images,

and 16-bit HDR ground-truth) captured with two Alexa Arri

cameras. For this study, we used 1,000 image sets for train-

ing and the rest for the testing. We extracted a total of

7,551 image patches and made image sets for exploiting

supervised training. Each patch set comprised randomly

extracted images patches of LDR input, 16-bit and 8-bit

ground truth images. It is worth noting, we obtained the

8-bit reference images by clipping and normalizing the 16-

bit ground truth images. Fig. 4 depicts the sample image

patches that we used extracted from the HdM HDR dataset,

which we used for training only. Apart from that, we eval-

uated our method with higher resolution images in the later

stages.

The proposed solution is implemented with the PyTorch

framework [29]. Additionally, the networks were optimized

with an Adam optimizer [15] , where the hyperparameters

were tuned as β1 = 0.9, β2 = 0.99, and learning rate

= 5e-4. We trained our model for 25 epochs with a con-

stant batch size of 8. It took around 24 hours to converge

our model. We conducted our experiments on a machine

comprises of an AMD Ryzen 3200G central processing unit

(CPU) clocked at 3.6 GHz, a random-access memory of 16

GB, and An Nvidia Geforce GTX 1060 (6GB) graphical

processing unit (GPU).

4.2. Comparison with stateoftheart methods

We compared our methods with three different state-of-

the-art single-shot LDR to HDR works: i) HDRCNN [9],

ii) ExpandNet [24], and iii) FHDR [14]. It is worth noting,

none of these methods has been specially designed for gen-

erating 16-bit HDR images, as we aim to learn in this study.

However, to keep the evaluation process as fair as possi-

ble, we studied each state-of-the-art model with the same

dataset we used to investigate our proposed method. We

trained these single-shot HDR reconstruction networks with

pairs of reference 16-bit images and input LDR images.

Also, each method was studied with their suggested hyper-

parameters until they converge with the given data samples.

We evaluated each deep method with the same testing sam-

ples and summarized the performance with peak-signal-to-

noise-ratio (PSNR) and µ-PSNR metrics [28]. Here, we

compute the µ-PSNR as per the suggestions of [28] and

employed a compression factor µ = 5000, normalizing per-

centile = 99, and a tanh function for maintaining the [0, 1]
range.

Method PSNR µ-PSNR

HDRCNN [9] 31.46 24.30

ExpandNet [24] 32.77 29.84

FHDR [14] 33.33 31.15

Ours 34.29 32.66

Table 1: Quantitative comparison between the proposed

method and existing learning-based single-shot LDR to

HDR methods. The proposed method outperforms the state-

of-the-art methods in both evaluation metrics.

Quantitative evaluation. Table 1 illustrates the quan-

titative comparisons between the deep methods. It can be

seen that our two-stage HDR reconstruction method out-

performs the existing deep methods in both evaluation met-

rics with a marginal score. It scores 34.29 dB in PSNR

and 32.66 dB in µ-PSNR metrics, which is almost 3 dB

and 8 dB higher in PSNR and µ-PSNR metrics than the

lowest-performing deep network (i.e., HDRCNN [9]). It

is worth noting the HDRCNN [9] model leverage a VGG-
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LDR (input)

HDRCNN [9]

FHDR [14]

ExpandNet [24]

Our

Figure 5: Quantitative comparison between proposed method and existing learning-based single-shot LDR to HDR methods.

16 backbone [35] in its architecture. Typically, such pre-

trained VGG-16 backbone networks aim to enhance the de-

tails while performing any image to image translations task.

We found that the VGG-16 backbone of HDRCNN boosts

the sensor noise of LDR inputs while detail enhancement.

Also, the 16-bit expansion boosts up these noises further in

final reconstruction and resist the HDRCNN to perform a

satisfactory performance as its counterparts.

Qualitative comparison. Apart from the quantitative

comparison, we perform a qualitative evaluation to perform

the subjective measurement between the different single-

shot LDR to HDR reconstruction methods. Fig. 5 illus-

trates reconstructed HDR images obtained through the dif-

ferent deep models. We normalized and clipped the 16-

bit HDR outputs for better visualization. The visual com-

parison grasps the consistency of quantitative comparison.

Moreover, our two-stage deep method reconstructs cleaner

HDR images with natural colour consistency. It maintains

the details in the complicated overexposed regions compar-

ing to its counterparts. Overall, the proposed method can

recover plausible HDR image from an LDR input without

producing any visually disturbing artefacts.

4.3. Ablation Study

We studied the feasibility and the contribution of our

two-stage method with sophisticated experiments. Specifi-

cally, we trained and evaluated our stages separately to ver-

ify the feasibility of a two-stage model for LDR to HDR

reconstruction. Here, we used challenging single-shot LDR

images from the HdM HDR dataset to perform the quanti-

tative and qualitative evaluation.

Quantitative evaluation. Table. 2 illustrates the perfor-

mance of each stage of the proposed method on the HdM

HDR dataset. Here, the PSNR and µ-PSNR calculated

over 289 image pairs. We arbitrarily selected an LDR im-

age from the three exposure shoots and paired it with the

ground truth image for performing the evaluation. The abla-

Method PSNR µ-PSNR

Stage-I 31.71 18.43

Stage-II 29.42 15.73

Stage I + II 34.29 32.66

Table 2: Ablation study of the proposed method. We per-

formed a quantitative evaluation with images from the HdM

HDR dataset.

tion study illustrates that each stage of the proposed method

contributes to the final HDR reconstruction. The individual

stages of the proposed method can not achieve the height in

evaluation metrics as their two-stage variants. We observed

a tendency of underfitting in one-stage variants due to the

significantly lesser number of trainable parameters (please

see sec. 4.5 for detail).

Qualitative evaluation. Fig. 6 illustrates the vi-

sual comparison between different variants of the proposed

study. Results have been visualized by applying a normal-

izing factor on 16-bit HDR images. It can be visible that the

proposed two-stage model can reconstruct visually cleaner

and plausible images among all models. Despite sharing

similar network configurations, the single-stage networks

struggle to reach the height of their two-stage variants.

Particularly, estimating CRF, bit-expansion with image en-

hancement misinterpreted them to produce visual artefacts.

4.4. Method generalization

The key motivation of our proposed works is to obtain

satisfactory results on diverse LDR images. Therefore, we

studied the feasibility of our proposed method with a sub-

stantial amount of LDR samples captured with different

hardware. To obtain this, we collected an LDR dataset in-

corporating numerous camera hardware, including DSLR

(i.e., Canon Rebel T3i) and smartphone cameras (i.e., Sam-

sung Galaxy Note 8, Xiaomi MI A3, iPhone 6s, etc.). We
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LDR (Input) Stage-I (Visualized) Stage-II (Visualized) Stage-I + Stage-II (Visualized)

Figure 6: Qualitative evaluation on different variants of the proposed method. The proposed two-stage variants can recon-

struct better HDR images than its one-stage variants.

collected a total of 52 LDR images using these devices. De-

pending on the hardware types (i.e., DSLR or smartphone),

we capture images by applying the following strategies:

• DSLR: To capture LDR images with DSLR, we

mostly used auto exposure settings and captured a to-

tal of 25 LDR shots with such configuration. Notably,

we choose stochastic lighting conditions like middy

sun, low-light condition, high-contrast lighting condi-

tion, and sunset as shooting environments. Which al-

lowed us to cover the most challenging shooting envi-

ronments from real-world environments.

• Smartphone: Smartphone photography has gained

significant popularity over the last decades. There-

fore, we included images capture with different smart-

phone cameras in our LDR dataset. Typically, due to

the shortcoming of smaller sensor size [13, 12, 34],

smartphone OEMs shipped their devices with the abil-

ity to produce HDR images. However, such default

HDR settings do not fit well with our target applica-

tions. Thus, we used a third-party camera app known

as Open Camera for capturing the LDR images with

different smartphones. We disabled the HDR mode,

including HDR contrast enhancement from the default

settings of the application. Apart from that, we kept

the exposure setting in auto mode and captured a total

of 27 LDR images in tricky lighting conditions similar

to the DSLR setup.

The collected images presented into a unified dataset and

resampled into 2048×1080×3 resolution. Later, we infer-

ence the resampled LDR images with our proposed method

and summarized the results with a visual and blind-fold user

study.

Visual Results. Fig. 7 depicts the real-world LDR

to HDR mapping obtained by the proposed method. Our

method maps an 8-bit LDR image into the 16-bit HDR im-

age. However, due to better visualisation, we clipped and

normalised the 16-bit images into an 8-bit format. Despite

the clipping process, it can be observable that the proposed

method can handle LDR images captured with the diverse

camera hardware without explicitly knowing the CRF and

exposure settings. Also, the proposed method does not re-

quire any additional pre/post-processing operations.

User study. A blind-fold user study has been performed

to summarise the preferences of random users on our HDR

reconstruction. We conducted the evaluation process on 50

users, where users were age between [10, 60]. We showed

ten random image pairs to each participating user, where

image pairs comprised an LDR input and our reconstructed

HDR image (clipped and normalized). Later, we allowed

the users to pick an image from the image pairs as their

personal preference. We conducted the user study anony-

mously, and the information related to the evaluation pro-

cess remained secret to the participating users. We summa-

rized the unbiased user opinion with a mean opinion score

(MOS). Table. 3 shows the MOS obtained by conducting

our user preference study. The proposed single-shot HDR

reconstruction method outperforms LDR images in blind-

fold testing by a substantial margin. Also, the user study re-

veals the feasibility of the proposed two-stage deep network

in HDR image reconstruction for consumer-grade camera

systems.

Method MOS ↑
LDR (Input) 1.2

HDR (Reconstructed) 3.8

Table 3: A user study on LDR image(input) and HDR im-

age(output). Higher MOS indicates better user preference.

4.5. Discussion

The proposed method is developed to participate in

NTIRE 2021 High Dynamic Range Challenge (Track 1 Sin-

gle Frame) [27, 28]. In the final competition, we secured the

top five position with our fully convolutional solution. Our

method scored 30.99 and 32.84 respectively in PSNR and

µ-PSNR metrics [28].

The proposed method comprises 834,476 trainable pa-

7



Figure 7: Real-world LDR to HDR reconstruction obtained by the proposed study. Top row: LDR images, bottom row:

reconstructed HDR images (visualized)

rameters (555,655 for stage-I and 278,821 for stage-II). De-

spite train with images patches, our model can be inference

with any dimensioned images. Our model takes around 1.10

seconds to successfully inference an image dimensioned of

1900 × 1060 × 3. As the proposed method doesn’t require

any pre/post-processing, the inference times are meant to

remain contents with the same hardware settings. Subse-

quently, the simplicity of the proposed method made the

solution convenient for real-world deployment.

5. Conclusion

This study proposed a two-stage learning-based method

for single-shot LDR to HDR mapping without explicitly

calculating camera hardware related information. Here,

stage-I of the proposed method learns to perform the

basic image manipulation techniques like exposure cor-

rection, denoising, brightness correction comprehensively.

Additionally, stage-II focuses on tone mapping and bit-

expansion to output 16-bit HDR images. We evaluated

and compared our proposed approach with the state-of-the-

art single-shot HDR reconstruction methods. Both qual-

itative and quantitative comparison evident that the pro-

posed method can outperform the existing deep methods

with a substantial margin. Apart from that, we also col-

lected a set of LDR images captured with the different cam-

era hardware. The study with our newly collected dataset

reveals that the proposed method can handle the real-world

LDR samples without producing any visual artefacts. It has

planned to extend the proposed method for multi-shot HDR

reconstruction in a future study.
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