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Abstract

Image deblurring has seen a great improvement with the

development of deep neural networks. In practice, how-

ever, blurry images often suffer from additional degrada-

tions such as downscaling and compression. To address

these challenges, we propose an Enhanced Deep Pyramid

Network (EDPN) for blurry image restoration from mul-

tiple degradations, by fully exploiting the self- and cross-

scale similarities in the degraded image. Specifically,

we design two pyramid-based modules, i.e., the pyramid

progressive transfer (PPT) module and the pyramid self-

attention (PSA) module, as the main components of the

proposed network. By taking several replicated blurry

images as inputs, the PPT module transfers both self-

and cross-scale similarity information from the same de-

graded image in a progressive manner. Then, the PSA

module fuses the above transferred features for subse-

quent restoration using self- and spatial-attention mecha-

nisms. Experimental results demonstrate that our method

significantly outperforms existing solutions for blurry im-

age super-resolution and blurry image deblocking. In the

NTIRE 2021 Image Deblurring Challenge, EDPN achieves

the best PSNR/SSIM/LPIPS scores in Track 1 (Low Resolu-

tion) and the best SSIM/LPIPS scores in Track 2 (JPEG Ar-

tifacts). The implementation code is available at https:

//github.com/zeyuxiao1997/EDPN .

1. Introduction

Image deblurring has long been an important task in

computer vision and image processing. Blurry images

may be caused by camera shake [45, 38], object mo-

tion [70, 40, 56] or out-of-focus [1, 30, 2], and the goal

of image deblurring is to recover a sharp latent image with

necessary edge structures and details. Image deblurring is

a highly ill-posed task especially due to the difficulties in

estimating the spatially varying blur kernel with limited in-

formation from a single observation.

Early Bayesian-based iterative deblurring methods in-

clude the Wiener filter [55] and the Richardson-Lucy al-
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gorithm [41]. Later works commonly rely on developing

effective image priors [26, 42, 61, 77] or sophisticated data

terms [12]. More recently, convolutional neural networks

(CNNs) have been exploited for image deblurring and pro-

duce promising results. For example, Nah et al. [35] pro-

pose a multi-scale loss function to implement a coarse-to-

fine processing pipeline. Tao et al. [48] and Gao et al. [17]

improve this work by using shared network parameters at

different scales, achieving state-of-the-art performance.

Despite of the encouraging performance achieved by

CNN-based methods for image deblurring, they fail to re-

construct sharp results from the blurry images with multiple

degradations. In practice, however, the blurry images often

suffer from additional degradations. For example, to save

the storage and transmission bandwidth, the raw images are

generally downscaled and/or compressed, resulting in low

resolution and/or compression artifacts when the images

are received by terminal users. Therefore, a more general

blurry image restoration task should not only consider sin-

gle blur degradation, but also cover more complex degrada-

tions, e.g., blurry image super-resolution (BISR) and blurry

image deblocking (BID).

To address the general blurry image restoration task (i.e.,

BISR and BID), a straightforward strategy is to cascade

deblurring and super-resolution/deblocking techniques, or

vice versa. However, there are several issues with such

approaches. First, a simple concatenation of two mod-

els is a sub-optimal solution due to error accumulation,

i.e., the estimated error of the first model will be propa-

gated and magnified in the second model. Second, the two-

stage network does not fully exploit the correlation between

the two tasks. Third, the cascading approach is specifi-

cally designed for fixed tasks, which cannot be easily de-

ployed in more general scenarios. Several recent meth-

ods [39, 63, 67, 72] jointly solve the image deblurring

and super-resolution problems using end-to-end deep neural

networks. However, these methods either focus on domain-

specific applications, e.g., face and text [63, 67] images, or

address the uniform Gaussian blur only [73].

In this paper, we propose an Enhanced Deep Pyramid

Network (EDPN), which is extensible to various blurry im-

age restoration tasks, including BISR and BID. The inputs



of EDPN are several replicated blurry images, which aims

to fully exploit the self-similarity contained in the degraded

image. The cores of EDPN are (1) an information trans-

fer module named as pyramid progressive transfer (PPT)

module, and (2) a feature fusion module named as pyramid

self-attention (PSA) module. Specifically, the PPT mod-

ule is designed to transfer the cross-scale similarity infor-

mation from the same degraded image at the feature level

with a pyramid structure, which performs the deformable

convolution and generates attention masks to transfer the

self-similarity information in a progressive manner. The

PSA module is designed to aggregate information across the

transferred features with a pyramid structure, which adopts

self- and spatial-attention mechanisms to weight the multi-

ple features.

Our contributions can be summarized as follows:

1. We propose a blurry image restoration network named

EDPN, which can generate sharp results from blurry

images with multiple degradations.

2. We design two core components, i.e., the PPT module

and the PSA module, for fully exploiting the self- and

cross-scale similarities of the same degraded image.

3. Our method significantly outperforms existing solu-

tions for blurry image super-resolution and blurry

image deblocking. In the NTIRE 2021 Im-

age Deblurring Challenge, EDPN achieves the best

PSNR/SSIM/LPIPS scores in Track 1 (Low Reso-

lution) and the best SSIM/LPIPS scores in Track 2

(JPEG Artifacts).

2. Related Work

Image deblurring. Image deblurring is a highly ill-

posed problem which aims at generating a sharp image from

a blurry observation. Various natural images and kernel pri-

ors have been developed to regularize the solution space

of the latent sharp image, including heavy-tailed gradient

prior [43], sparse kernel prior [14], l0 gradient prior [62],

normalized sparsity prior [27] and dark channels [37]. Re-

cently, several CNN-based methods have been proposed

for image deblurring. For example, Sun et al. [46] pro-

pose a CNN-based model to estimate a kernel and remove

non-uniform motion blur. Chakrabarti [4] uses a network

to compute estimations of sharp images that are blurred

by an unknown motion kernel. Nah et al. [35] propose a

multi-scale loss function to apply a coarse-to-fine strategy.

Kupyn et al. propose DeblurGAN [28] and DeblurGAN-

v2 [29] to remove blur based on adversarial learning.

Image super-resolution. A plenty of works have been

proposed to solve image super-resolution (SR), including

interpolation-based [71], model-based [18] and learning-

based methods [59, 60, 11, 25, 33, 75, 6]. Traditional meth-

ods are usually limited in representing the complex local-

image structures, while recently developed deep CNNs have

shown great advantages in image structure representation

and consequently boost the SR performance [11, 8, 33].

For example, Kim et al. [25] employ the residual learn-

ing strategy to design the VDSR model with 20 convolu-

tion layers. By introducing channel attention mechanism,

Zhang et al. [75] propose RCAN which improves the SR

performance a lot. Dai et al. [8] propose a second-order at-

tention network for more powerful feature expression and

feature correlation learning.

Image deblocking. Traditional JPEG artifacts removal

methods pay attention to filter design. For example, Foi et

al. [15] propose the shape-adaptive DCT-based filter for

image denoising and de-blocking. The method in [5] uti-

lizes sparse coding to restore compressed images. Others

treat JPEG artifacts removal as an ill-posed inverse prob-

lem and solve it by using regression trees [23] and non-

local self-similarity property [32]. CNN-based methods

learn to minimize the reconstruction error with respect to

ground truth reference images, and operate in the pixel do-

main [16, 10, 47, 52], the DCT domain [66], or both do-

mains [20, 19, 74]. For example, Fan et al. [13] propose a

decoupled learning framework to combine different param-

eterized operators. Fu et al. [16] introduce a more compact

and explainable deep sparse coding architecture to generate

high-quality deblocking results.

General blurry image restoration. A typical blurry

image restoration task is to super-resolve a low-resolution

(LR) image and deblur a blurry image jointly [72, 63, 73,

69, 65]. This joint problem is more challenging than the

individual problems. Xu et al. [63] train a generative adver-

sarial network to super-resolve blurry face and text images.

Zhang et al. [73] propose a deep encoder-decoder network

for joint image deblurring and super-resolution. However,

they focus on LR images degraded by the uniform Gaus-

sian blur. Zhang et al. [72] propose a dual-branch network

to extract features for deblurring and super-resolution and

learn a gate module to adaptively fuse the features for im-

age restoration.

Attention mechanism. The attention mechanism in

deep learning, which mimics the human visual attention

mechanism, is originally developed in a non-local man-

ner. For example, the matrix multiplication in self-attention

draws global dependencies of each word in a sentence [51]

or each pixel in an image [54]. The squeeze-and-excitation

network squeezes global spatial information into a channel

descriptor to capture channel-wise dependencies [22]. To

alleviate the problems arising from scale variation and small

objects, Dai et al. [9] propose the multi-scale channel at-

tention module for aggregating contextual information from

different receptive fields, which can simultaneously aggre-

gate local and global feature contexts inside the channel at-
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Figure 1. The EDPN network is suitable for various image deblurring tasks. Here, we focus on tasks of blurry image super-resolution

and blurry image deblocking for example. The given blurry image is first replicated for several times, and then sent to the following

components. We use five replicated images as an illustrative example.

tention mechanism.

3. Network Architecture

3.1. Overview

Given a blurry image I , our method aims to reconstruct

a high-quality image Î , which should be close to the ground

truth IGT . As shown in Figure 1, our EDPN mainly consists

of four parts: the feature extractor, the PPT module, the

PSA module and the reconstruction module.

Take the BISR task as an example, we first replicate the

given blurry image I for K times as the inputs of our EDPN,

which can better exploit the self-similarity in the degraded

image. Then, we extract the features from the inputs by the

feature extractor. The feature extractor consists of 18 resid-

ual blocks. The extracted features are denoted as F[0:K],

which will be utilized for subsequent operations.

After feature extraction, the features are fed into the PPT

module to transfer the self- and cross-scale similarity in-

formation in a progressive manner. Then, the PSA mod-

ule fuses the similarity information of the transferred fea-

tures F̂[0:K] and conducts feature aggregation. The details

of these two modules are described in Section 3.2 and Sec-

tion 3.3. After that, the fused features are fed into the recon-

struction module with an upsampling operation. Finally, the

restored image is obtained by adding the predicted image

residual to a directly upsampled image. The reconstruction

module is composed of 120 multi-scale residual channel-

attention blocks [9]. For tasks with high spatial resolution

inputs such as BID, the upsampling layer at the end is not

necessary.

3.2. Pyramid Progressive Transfer Module

The detailed structure of the proposed PPT module is

shown in Figure 2. The inputs of the PPT module are the

features F[0:K]. Given K+1 features, the PPT module also

needs to be executed for K + 1 times.

Inside the PPT module, we adopt the pyramid and pro-

gressive structure to learn the self- and cross-scale similar-

ities. For the pyramid structure, strided convolution layers

are utilized to downscale the features from the upper level

by a factor of 2 for obtaining features at the current level.

Assuming that the number of pyramid levels constructed

in the PPT module is M , for each level, there are N pro-

gressive transfer blocks (PTBs) to extract the self-similarity

progressively. Then at the m-th level, the inputs of the n-th

PTB are the first feature Fm
0 and the output of the previ-

ous block (Fn−1
i,PTB)

m(i ∈ [0,K]). It should be noted that

the inputs of the first PTB are Fm
0 and Fm

i . Inspired by

TDAN [50] and EDVR [53], we apply the deformable con-

volution [7] in the PTB. This process can be denoted as

(FD
i )m,n = FDconv(F

m
0 , (Fn−1

i,PTB)
m)), (1)

where FDconv(·) stands for the deformable convolution and

(FD
i )m,n stands for the output of the deformable convolu-

tion of the n-th block at the m-th level. The learned offsets

of the deformable convolution are predicted from the inputs,

which is formulated as

(∆Pi)
m,n = FC(F

m
0 ‖ (Fn−1

i,PTB)
m), (2)

where (∆Pi)
m,n stands for the learned offset of the n-th

block at the m-th level, ‖ stands for the channel-wise con-

catenation and FC(·) stands for the convolution operation.

Then, we generate the feature-level mask of the n-th

block at the m-th level (Maski)
m,n, which forces the PTB

to focus on the most correlated information of features.

Mathematically, the mask is calculated as

(Maski)
m,n = Softmax(FC(F

m
0 )−FC((F

n−1
i,PTB)

m)).
(3)

The motion attention mask is further multiplied with the

output of the deformable convolution.

After a convolution layer, the generated feature is treated

as the residual information of this block. The output feature
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Figure 2. Structure of the PPT module.

of the n-th PTB at the m-th level is obtained by adding the

residual information to the first feature, which can be for-

mulated as

(Fn
i,PTB)

m=Fm
0 +FC(F

m
0 ‖(Maski)

m,n⊗ (FD
i )m,n)),

(4)

where ⊗ represents the element-wise multiplication. Fi-

nally, the output feature of the PPT module at the m-th level

(FPPT
i )m can be depicted as

(FPPT
i )m = FC(Up((FPPT

i )m+1)↑s ‖ (FN
i,PTB)

m),
(5)

where (FN
i,PTB)

m represents the feature generated after N

PTBs at the m-th level. Up(·)↑s refers to upscaling by a

factor of s, which is implemented by bilinear interpolation.

We construct our PPT module with 3-level pyramid struc-

ture, i.e., M = 3. The PPT module can transfer self- and

cross-scale similarities in such a progressive and coarse-to-

fine manner. We demonstrate the effectiveness of the PPT

module and analyze the relation between the performance

and the number of PTBs in Section 4.2.

3.3. Pyramid Self­Attention Module

After the PPT module, the features with self- and cross-

scale similarities for fusion and reconstruction have been

extracted and transferred. Inspired by [53], we propose the

PSA module to assign pixel-level aggregation weights with

a pyramid structure. In addition, we adopt the 3D convolu-

෠𝐹𝑖෠𝐹0
Fusion 
Conv3D

Conv

ConvConv Sigmoid

SAB

SAB

SAB

Dot Product

Pooling + Conv Upsample + Concat

Convolution layers

Figure 3. Structure of the PSA module.

tion operation to fuse the information of all features effec-

tively as shown in Figure 3.

Our PSA module also adopts the pyramid processing. At

first, we define the output feature of the self-attention block

(SAB) at the l-th level as F l
sa. Then, we use strided convo-

lution layers to downscale the features at the l-th pyramid

level by a factor of 2, obtaining L-level pyramid of feature

representation. At the l-th level, we generate the attention

maps to compute similarity in an embedding space. For

each feature, the similarity map can be calculated as

Θl
i = Sigmoid(FC(F̂

l
0)

T ⊙FC(F̂
l
i )), (6)

where ⊙ stands for the dot product operation. F̂ l
i stands for

the transferred features at the l-th level. Specially, similar-

ity maps are spatial-specific for each spatial location, i.e.,

the spatial size of Θl
i is the same as that of F̂ l

i . The similar-

ity maps are then multiplied in a pixel-wise manner to the

original transferred features, and an extra fusion convolu-

tion layer is adopted to aggregate these attention-modulated

features F̃ l
i , denoted as

F̃ l
i = Θl

i ⊗ F̂ l
i ,

F l
fusion = FC(F̃

l
[0:K]).

(7)

Then, we add the original transferred features after the 3D

convolution operation to the fused features. Meanwhile, the

spatial attention masks are then computed from the fused

features with the pyramid structure. Following [53], the

fused features are modulated by the masks through element-

wise multiplication and addition to generate the output F l
sa

at the l-th level, denoted as

F l
sa =FC(F

l
sa ‖ Up(F l+1

sa )↑2). (8)

Here, we use a 3-level pyramid (L = 3). To reduce compu-

tational cost, we do not increase channel numbers as spatial

sizes decrease. The PSA module in such a coarse-to-fine



manner improves the effectiveness of information aggrega-

tion and we demonstrate the effectiveness of the PSA mod-

ule in Section 4.2.

4. Experiments

4.1. Experimental Settings

Dataset. The experiments are conducted strictly follow-

ing the instructions of the NTIRE 2021 Image Deblurring

Challenge [36]. There are two tracks in this challenge.

Track 1 requires to restore and upscale a blurry image by

a factor of 4. Track 2 requires to restore a blurry image

with JPEG artifacts. The dataset used for these tracks is

REDS [34], a real-world high-quality video dataset origi-

nally collected for video super-resolution [3, 44, 24, 50, 53,

58, 57] and video deblurring [45, 64], which consists of 240

scenes for training, and 30 scenes for validation and testing.

Loss functions. To optimize EDPN, we adopt the Char-

bonnier loss [53] defined as

LCharb =

√

∥

∥

∥
IGT − Î

∥

∥

∥

2

+ ε2, (9)

where ε is set to 1×10−3. We also adpot the SSIM loss [21]

defined as

LSSIM = 1− SSIM(IGT , Î). (10)

The complete loss function for training EDPN is

L = LCharb + λLSSIM , (11)

where λ is the weighting factor.

Training settings. The channel size in the feature ex-

tractor and the reconstruction module is set to 64. We use

RGB patches of size 64 × 64 and 160 × 160 as inputs for

BISR and BID tasks, respectively. The network takes five

replicated images (i.e., K = 4) as inputs. We augment the

training data with random horizontal flips and rotations.

Implementation details. We utilize the Adam optimizer

with parameters β1 = 0.9 and β2 = 0.999. The training

procedure follows the mini-batch strategy and the batch size

is 4. The learning rate is initially set to 1×10−4 and is later

down-scaled by a factor of 0.8 after every 100,000 iterations

till 1,000,000 iterations. λ is set to 0.1. All the networks

in the experiments are implemented using PyTorch 1.1 and

trained with NVIDIA GeForce GTX1080Ti GPUs.

4.2. Ablation Study

In this subsection, we investigate the necessity of our

proposed modules, the suitable design choices (i.e., the

number of the PTBs and input images) and ensemble

schemes. All the ablation experiments are conducted for

the BISR task.

Table 1. Ablation on the PPT and PSA modules.

PPT PSA
RGB Channel Y Channel

PSNR SSIM PSNR SSIM

% % 27.43 0.7839 28.80 0.8045

! % 27.84 0.8010 29.23 0.8208

% ! 27.78 0.7997 29.18 0.8196

! ! 28.01 0.8091 29.39 0.8282

Table 2. Ablation on the number of PTBs.

Num. of PTB
RGB Channel Y Channel

PSNR SSIM PSNR SSIM

N = 1 27.91 0.8070 29.31 0.8264

N = 2 27.92 0.8071 29.32 0.8264

N = 3 28.01 0.8091 29.39 0.8282

N = 4 28.01 0.8097 29.40 0.8288

N = 5 28.02 0.8102 29.41 0.8296

Table 3. Ablation on the number of input images.

Num. of Input
RGB Channel Y Channel

PSNR SSIM PSNR SSIM

# 1 (K = 0) 27.89 0.8012 29.21 0.8244

# 3 (K = 2) 27.95 0.8102 29.35 0.8292

# 5 (K = 4) 28.01 0.8091 29.39 0.8282

# 7 (K = 6) 27.91 0.8069 29.31 0.8263

Table 4. Ablation on the loss functions.

LCharb LSSIM

RGB Channel Y Channel

PSNR SSIM PSNR SSIM

! % 28.04 0.8070 29.44 0.8247

! ! 28.01 0.8091 29.39 0.8282

Table 5. Ablation on the ensemble schemes.

Ensemble scheme
RGB Channel Y Channel

PSNR SSIM PSNR SSIM

Original Model 28.01 0.8091 29.39 0.8282

+Self-ensemble 28.16 0.8172 29.53 0.8433

+Model-ensemble 28.32 0.8197 29.71 0.8452

Network architecture. We perform an ablation experi-

ment to demonstrate the effectiveness of the PPT and PSA

modules. First, we construct a basic model for comparison.

In the basic model, we remove the pyramid structure and

substitute our proposed PTBs by cascading several residual

blocks in the PPT module. The PSA module is replaced by a

cascade of several residual blocks and convolution layers in

the basic model. Then we recover our design by adding the

PPT and PSA modules step by step. The comparison results

are shown in Table 1. When the PPT module is added, the

PSNR value in RGB channel is improved from 27.43 dB to

27.84 dB. When the PSA module is added, the PSNR value

in RGB channel is improved from 27.43 dB to 27.78 dB.

It demonstrates that the PPT and PSA modules are proved

to be highly effective for the blurry image restoration tasks.

After adding these two modules, the PSNR value is further



Table 6. Quantitative comparisons between EDPN and existing methods on the REDS validation set. Top: 4× BISR; Bottom: BID. Red

and blue indicate the best and the second best performance, respectively.

Task Method PSNR↑ SSIM↑ LILPS↓ #Param (M) Running time (s)

BISR

MSRN 26.65 0.7576 0.1147 5.80 0.0427
GFN 26.91 0.7647 0.1139 12.21 0.0479

RCAN 27.15 0.7740 0.1093 14.87 0.0982
EDVR 27.63 0.8033 0.1002 12.38 0.1426
EDPN 28.01 0.8091 0.0819 13.34 0.2224

BID

RNAN 26.73 0.7672 0.1071 8.54 0.1052
MPRNet 27.52 0.7896 0.1002 19.19 0.0652

SRN 27.71 0.7950 0.0984 9.76 0.0507
EDVR 28.19 0.8156 0.0882 12.38 0.1553
EDPN 28.96 0.8203 0.0767 13.34 0.2224

Table 7. Challenge results on the test set of REDS. Left: Track 1 (Low Resolution); Right: Track 2 (JPEG Artifacts). Red and blue

indicate the best and the second best performance, respectively.

Track 1 PSNR ↑ SSIM ↑ LPIPS ↓

EDPN 29.04 0.8416 0.2397

2nd 28.91 0.8246 0.2569

3rd 28.51 0.8172 0.2547

4th 28.44 0.8158 0.2531

5th 28.44 0.8135 0.2704

6th 28.42 0.8132 0.2685

7th 28.36 0.8130 0.2666

8th 28.33 0.8132 0.2606

9th 28.28 0.8110 0.2651

10th 28.25 0.8108 0.2636

Track 2 PSNR ↑ SSIM ↑ LPIPS ↓

1st 29.70 0.8403 0.2319

2nd 29.62 0.8397 0.2304

3rd 29.60 0.8398 0.2302

4th 29.59 0.8381 0.2340

5th 29.56 0.8385 0.2322

6th 29.34 0.8355 0.2546

EDPN 29.33 0.8565 0.2222

8th 29.17 0.8325 0.2411

9th 29.11 0.8292 0.2449

10th 29.07 0.8286 0.2499

improved to 28.01 dB. Similar phenomenon also appears on

other metrics. This ablation experiment demonstrates that

our proposed modules are effective on the general blurring

image restoration task.

PTB number. To determine the number of PTBs used at

each level of the PPT module, we compare the quantitative

performance under different settings with N = 1, 2, 3, 4, 5.

The comparison results are shown in Table 2. It can be ob-

served that better performance can be achieved with the in-

crease of the number N , which indicates that using more

PTBs is more effective in extracting the self-similarity. To

balance the computing efficiency and the performance, we

deploy 3 PTBs at each level of the PPT module.

Input image number. We train our EDPN with differ-

ent numbers of replicated images (K = 0, 2, 4, 6) as inputs

and compare the performance in Table 3. It can be observed

that using 4 replicated images as inputs generates the best

performance in terms of PSNR. It is worth noting that, the

PSNR value in RGB channel is improved from 27.89 dB to

28.01 dB when the number of input images increases from

1 to 5. In the experiments, we always adopt 4 times replica-

tion for the inputs.

Loss function. We investigate the contribution of differ-

ent loss terms by adjusting the weighting factors in Equa-

tion 11, and the results are shown in Table 4. Since

LCharb is optimized at the pixel level, the best result can

be achieved in terms of PSNR. When LSSIM is adopted

together with LCharb, we can obtain a higher SSIM value.

In the experiments, we train EDPN with both LCharb and

LSSIM for a better tradeoff between PSNR and SSIM.

Ensemble scheme. We adopt two types of ensemble

schemes to further enhance the performance of EDPN. The

first one is self-ensemble. We rotate the input image 90◦,

180◦ and 270◦, and feed them into the network to obtain

corresponding outputs. Then we average these outputs and

the original output as the final result. The second one is

model-ensemble, whose result is the linear combination of

several models with different training iterations and loss

functions. Experimental results listed in Table 5 demon-

strate the performance improvement achieved using these

two ensemble schemes.

4.3. Comparisons with Existing Methods

To validate the effectiveness of the proposed method, we

compare our EDPN with the existing methods that can be

directly applied to the BISR and BID tasks. For BISR,

we compare with RCAN [75], MSRN [31], GFN [72]

and EDVR [53]. For BID, we compare with SRN [49],

RNAN [76], MPRNet [68] and EDVR [53]. All these meth-

ods are trained using the whole training set of the challenge,

and the official validation set is adopted for evaluation. For

EDVR, it takes the same number of input images as EDPN.

The quantitative results are listed in Table 6. As can be

seen, our EDPN significantly outperforms previous meth-

ods in PSNR, SSIM and LPIPS metrics. Compared with

EDVR, our EDPN achieves 0.38 dB and 0.77 dB gain in

PSNR for BISR and BID, respectively. The comparison

results demonstrate that our EDPN can effectively exploit



MSRN GFN RCAN EDVR EDPN (Ours) Ground truth

Figure 4. Qualitative comparisons on the validation set of REDS for BISR. Please zoom in for better visualization.

RNAN MPRNet SRN EDVR EDPN (Ours) Ground Truth

Figure 5. Qualitative comparisons on the validation set of REDS for BID. Please zoom in for better visualization.

self- and cross-scale similarities and boost the performance

of blurry image restoration from multiple degradations. In

addition, we calculate the number of parameters and the av-

erage running time of different methods when the size of

input images is 128× 128 using a 1080Ti GPU as shown in

Table 6.

To evaluate the perceptual quality, we show two exam-

ples of restored results in Figure 4 and Figure 5 for the

BISR and BID tasks on the REDS validation set, respec-

tively. Two more examples on the REDS test set are given

in Figure 6 and Figure 7. It can be seen that our EDPN pro-

vides better qualitative results than other methods with more

accurate details in both tasks. Specifically, the edge regions

of the restored images from EDPN are notably shaper and

clearer while other methods are only able to address small

blur.

4.4. Challenge Results

In the NTIRE 2021 Image Deblurring Challenge, EDPN

achieves the best PSNR/SSIM/LPIPS scores in Track 1

(Low Resolution) and the best SSIM/LPIPS scores in Track

2 (JPEG Artifacts). We list the results from the top 10 teams

on the final test set in Table 7. Compared with the second

best method, our EDPN achieves 0.13 dB increase in PSNR,

0.017 increase in SSIM and 0.0172 decrease in LILPS in

Track 1. In Track 2, our EDPN achieves 0.0162 increase in

SSIM and 0.008 decrease in LILPS. According to the chal-

lenge report [36], our EDPN is among the most efficient

solutions in both tracks.

5. Conclusion

In this paper, we propose a blurry image restoration net-

work named EDPN, which is designed to address multi-

ple degradations, e.g., blurry image super-resolution and

blurry image deblocking. The proposed two core modules

of EDPN, the PPT module and the PSA module, are proved

to be highly effective for the above two tasks. We be-

lieve EDPN also has potential to advance other image/video

restoration tasks, especially those with multiple degrada-

tions.



Input MSRN GFN RCAN EDVR EDPN (Ours)

Figure 6. Qualitative comparisons on the test set of REDS for Track 1 (Low Resolution). Please zoom in for better visualization.

Input RNAN MPRNet SRN EDVR EDPN (Ours)

Input RNAN MPRNet SRN EDVR EDPN (Ours)

Figure 7. Qualitative comparisons on the test set of REDS for Track 2 (JPEG Artifacts). Please zoom in for better visualization.
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