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Abstract

Our goal is to forecast the near future given a set of recent observations. We think this ability to forecast, i.e., to anticipate, is integral for the success of autonomous agents which need not only passively analyze an observation but also must react to it in real-time. Importantly, accurate forecasting hinges upon the chosen scene decomposition. We think that superior forecasting can be achieved by decomposing a dynamic scene into individual ‘things’ and background ‘stuff’. Background ‘stuff’ largely moves because of camera motion, while foreground ‘things’ move because of both camera and individual object motion. Following this decomposition, we introduce panoptic segmentation forecasting. Panoptic segmentation forecasting opens up a middle-ground between existing extremes, which either forecast instance trajectories or predict the appearance of future image frames. To address this task we develop a two-component model: one component learns the dynamics of the background stuff by anticipating odometry, the other one anticipates the dynamics of detected things. We establish a leaderboard for this novel task, and validate a state-of-the-art model that outperforms available baselines.

1. Introduction

An intelligent agent must anticipate the outcome of its movement in order to navigate safely [14, 41]. Said differently, successful autonomous agents need to understand the dynamics of their observations and forecast likely future scenarios in order to successfully operate in an evolving environment. However, contemporary work in computer vision largely analyzes observations, i.e., it studies the apparent. For instance, classical semantic segmentation [8, 42] aims to delineate the observed outline of objects. While understanding an observation is a first seminal step, it is only part of our job. Analyzing the currently observed frame means information is out of date by the time we know the outcome, regardless of the processing time. It is even more stale by the time an autonomous agent can perform an action. Successful agents therefore need to anticipate the future ‘state’ of the observed scene. An important question, however, remains open: what is a suitable ‘state’ representation for the future of an observed scene?

Panoptic segmentation recently emerged as a rich representation of a scene. Panoptic segmentation classifies each pixel as either belonging to a foreground instance, the union of which is referred to as ‘things’, or as a background class, referred to as ‘stuff’ [23, 5]. This decomposition is useful for forecasting because we expect different dynamics for each component: ‘stuff’ moves because of the observer’s motion, while ‘things’ move because of both observer and object motion. Use of panoptic segmentation is further underlined by the fact that it separates different instances of objects, each of which we expect to move individually.

Consequently, we propose to study the novel task of ‘panoptic segmentation forecasting’: given a set of observed frames, the goal is to forecast the panoptic segmentation for a set of unobserved frames (Fig. 1). We also propose a first approach to forecasting future panoptic segmentations. In contrast to typical semantic forecasting [44, 52],
we model the motion of individual object instances and the background separately. This makes instance information persistent during forecasting, and allows us to understand the motion of each moving object.

To the best of our knowledge, we are the first to forecast panoptic segmentations for future, unseen frames in an image sequence. We establish a leaderboard for this task on the challenging Cityscapes dataset [12] and include a set of baseline algorithms. Our method for future panoptic segmentation relies on a number of innovations (Sec. 3.1), that we ablate to prove their value. Our method also results in state-of-the-art on previously established tasks of future semantic and instance segmentation. Code implementing models and experiments can be found at https://github.com/nlanticlabs/panoptic-forecasting.

2. Related Work

We briefly review work which analyzes a single, given frame. We then discuss work which anticipates info about future, unseen frames. To reduce ambiguity, we avoid use of the word ‘predict’, instead using analyze (looking at a current image) or anticipate (hypothesizing for a future frame).

2.1. Methods That Analyze

Semantic segmentation: Semantic segmentation has received a considerable amount of attention over decades. The task requires methods to delineate the outline of objects in a given image, either per instance or per object class [56, 54, 57]. Recently, deep-net-based methods report state-of-the-art results [42, 1, 40]. Many architecture improvements like dilated convolutions [72], skip-connections [51], etc., have been developed for semantic segmentation before they found use in other tasks. Our work differs as we care about panoptic segmentation, and we aim to anticipate the segmentation of future, unseen frames.

Panoptic segmentation: Recently, panoptic segmentation [32, 29] has emerged as a generalization of both semantic and instance segmentation. It requires methods to give both a per-pixel semantic segmentation of an input image while also grouping pixels corresponding to each object instance. This ‘things’ vs. ‘stuff’ view of the world [23] comes with its own set of metrics. Performing both tasks jointly has the benefit of reducing computation [32, 68] and enables both tasks to help each other [35, 37]. This is similar in spirit to multi-task learning [33, 55]. Other works have relaxed the high labeling demands of panoptic segmentation [36] or improved architectures [49, 9]. Panoptic segmentation has been extended to videos [30], but, again in contrast to our work only analyzing frames available at test time without anticipating future results.

2.2. Methods That Anticipate

Anticipating, or synonymously ‘forecasting,’ has received a considerable amount of attention in different communities [61]. Below, we briefly discuss work on forecasting non-semantic information such as object location before discussing forecasting of semantics and instances.

Forecasting of non-semantic targets: The most common forecasting techniques operate on trajectories. They track and anticipate the future position of individual objects, either in 2D or 3D [15, 46, 16, 71]. For instance, Hsieh et al. [26] disentangle position and pose of multiple moving objects – but only on synthetic data. Like ours, Kosiorek et al. [34] track instances to forecast their future, but only in limited experimental scenarios.

Several methods forecast future RGB frames [38, 17, 70]. Due to the high-dimensional space of the forecasts and due to ambiguity, results can be blurry, despite significant recent advances. Uncertainty over future frames can be modelled, e.g., using latent variables [63, 70]. Related to our approach, Wu et al. [66] treat foreground and background separately for RGB forecasting, but they do not model egomotion. All these methods differ from ours in output and architecture.

Forecasting semantics: Recently, various methods have been proposed to estimate semantics for future, unobserved frames. Luc et al. [44] use a conv net to estimate the future semantics given as input the current RGB and semantics, while Nabavi et al. [48] use recurrent models with semantic maps as input. Chiu et al. [10] further use a teacher net to provide the supervision signal during training, while Šarić et al. [52] use learnable deformations to help forecast future semantics from input RGB frames. However, these methods do not explicitly consider dynamics of the scene.

While Jin et al. [28] jointly predict flow and future semantics, some works explicitly warp deep features for future semantic segmentation [53]. Similarly, Terwilliger et al. [59] use an LSTM to estimate a flow field to warp the semantic output from an input frame. However, by warping in output space – rather than feature space – their model is limited in its ability to reason about occlusions and depth. While flow improves the modeling of the dynamic world, these methods only consider the dynamics at the pixel-level. Instead, we model dynamics at the object level.

Recent methods [50, 62, 69, 25] estimate future frames by reasoning about shape, egomotion, and foreground motion separately. However, none of these methods reason explicitly about individual instances, while our method yields a full future panoptic segmentation forecast.

Forecasting future instances: Recent approaches for forecasting instance segmentation use a conv net to regress the deep features corresponding to the future instance segmentation [43] or LSTMs [58]. Couprie et al. [13] use a conv net to forecast future instance contours together with an
instance-wise semantic segmentation to estimate future instance segmentation. Their method only estimates foreground and not background semantics. Several works have focused on anticipating future pose and location of specific object types, often people [45, 20]. Ye et al. [70] forecast future RGB frames by modeling each foreground object separately. Unlike these works, we anticipate both instance segmentation masks for foreground objects and background semantics for future time steps.

3. Panoptic Segmentation Forecasting

We introduce Panoptic Segmentation Forecasting, a new task which requires to anticipate the panoptic segmentation for a future, unobserved scene. Different from classical panoptic segmentation which analyzes an observation, panoptic segmentation forecasting asks to anticipate what the panoptic segmentation looks like at a later time.

Formally, given a series of $T$ RGB images $I_1, \ldots, I_T$ of height $H$ and width $W$, the task is to anticipate the panoptic segmentation $S_{T+F}$ that corresponds to an unobserved future frame $I_{T+F}$ at a fixed number of timesteps $F$ from the last observation recorded at time $T$. Each pixel in $S_{T+F}$ is assigned a class $c \in \{1, \ldots, C\}$ and an instance ID.

3.1. Method

Anticipating the state of a future unobserved scene requires to understand the dynamics of its components. ‘Things’ like cars, pedestrians, etc. often traverse the world ‘on their own.’ Meanwhile, stationary ‘stuff’ changes position in the image due to movement of the observer camera. Because of this distinction, we expect the dynamics of ‘things’ and ‘stuff’ to differ. Therefore, we develop a model comprised of two components, one for the dynamics of detected ‘things’ and one for the rest of the ‘stuff.’

In addition to RGB images, we assume access to camera poses $o_1, \ldots, o_T$ and depth maps $d_1, \ldots, d_T$ for input frames. Camera poses can come from odometry sensors or estimates of off-the-shelf visual SLAM methods [6]. We obtained our depth maps from input stereo pairs [21] (these could also be estimated from single frames [64]).

An overview of our panoptic segmentation forecasting is shown in Fig. 2. The method consists of four stages:

1) ‘Things’ forecasting (Sec. 3.1.1): For each instance $i$, we extract foreground instance tracks $l_i$ from the observed input images $I_1, \ldots, I_T$. We use these tracks in our model to anticipate a segmentation mask $\hat{m}_{i,T+F}^T$ and depth $\hat{d}_{i,T+F}^T$ for the unobserved future frame at time $T + F$.

2) ‘Stuff’ forecasting (Sec. 3.1.2): We predict the change in the background scene as a function of the anticipated camera motion, producing a background semantic output $\hat{m}_B^{T+F}$ for the unobserved future frame $I_{T+F}$.

3) Aggregation (Sec. 3.1.3): We aggregate foreground ‘things’ instance forecasts $\hat{m}_{i,T+F}^T$ and background scene forecast $\hat{m}_B^{T+F}$, producing the final panoptic segmentation output $S_{T+F}$ for future frame $I_{T+F}$.

4) Odometry anticipation (Sec. 3.1.4): To better handle situations where we do not know future odometry, we train a model to forecast odometry from the input motion history.

3.1.1 ‘Things’ forecasting: The foreground prediction model, sketched in Fig. 3, first locates the instance locations $l_i$ within the input sequence. These tracks are then independently processed by an encoder which captures their motion and appearance history. Encoder outputs are then used to initialize the decoder, which predicts the appearance and location of instances for future frames, including depth $\hat{d}_{T+F}^i$. These are processed using a mask prediction model...
to produce the final instance mask \( \hat{m}^{i}_{T+F} \).

The output of the foreground prediction model is a set of estimated binary segmentation masks \( \hat{m}^{i}_{T+F} \) for each instance \( i \) at target frame \( T+F \). These masks are obtained from input images \( I_1, \ldots, I_T \) via the following procedure: images are used to produce bounding box feature \( x^i_t \) and mask features \( r^i_t \) using MaskR-CNN and DeepSort (left). These features are then input into an encoder to capture the instance motion history (middle). Encoder outputs are used to initialize a decoder, which predicts the features \( \hat{x}^i_{T+F} \) and \( \hat{r}^i_{T+F} \) for target frame \( T+F \) (right). These features are passed through a mask prediction head to produce the final output \( \hat{m}^{i}_{T+F} \). Here, \( T=3 \) and \( T+F=6 \).

\[
\hat{m}^{i}_{T+F} = \text{MaskOut} \left( \hat{r}^i_{T+F} \right),
\]

\[
\hat{m}^{i}_{T+F} = \text{Round} \left( \text{Resize} \left( \hat{m}^{i}_{T+F}, \hat{x}^i_{T+F} \right) \right).
\]

Here, in a first step, MaskOut uses a small convolutional network (with the same architecture as the mask decoder of [22]) to obtain fixed-size segmentation mask probabilities \( \hat{m}^{i}_{T+F} \in [0,1]^{28 \times 28} \) from a mask feature tensor \( \hat{r}^i_{T+F} \in \mathbb{R}^{256 \times 14 \times 14} \). In a second step, Resize scales this mask to the size of the predicted bounding box represented by the bounding box representation vector \( \hat{x}^i_{T+F} \) using bilinear interpolation while filling all remaining locations with 0. The bounding box information vector \( \hat{x}^i_{T+F} := [cx, cy, w, h, d, \Delta cx, \Delta cy, \Delta w, \Delta h, \Delta d] \) contains object center coordinates, width, and height, which are used in Resize, and also an estimate of the object’s distance from the camera, and the changes of these quantities from the previous frame, which will be useful later. The output depth \( \hat{d}^i_{T+F} \) is also obtained from this vector.

**Decoder.** To anticipate the bounding box information vector \( \hat{x}^i_{T+F} \) and its appearance \( \hat{r}^i_{T+F} \), we use a *decoder*, as shown on the right-hand-side of Fig. 3. It is comprised primarily of two recurrent networks: a GRU [11] which models future bounding boxes and a ConvLSTM [67] which models the future mask features. Intuitively, the GRU and ConvLSTM update hidden states \( h^i_{b,t} \) and \( h^i_{m,t} \), representing the current location and appearance of instance \( i \), as a function of the bounding box features \( \hat{x}_{t-1} \) and mask features \( \hat{r}_{t-1} \) from the previous time step. These states are used to predict location and appearance features for the current timestep, which are then autoregressively fed into the model to forecast into the future; this process continues for \( F \) steps until reaching the target time step \( T+F \). More formally,

\[
h^i_{b,t} = \text{GRU}_{\text{dec}}([\hat{x}_{t-1}, o_t, f_{\text{mfeat}}(\hat{r}_{t-1}^i)], h^i_{b,t-1}),
\]

\[
\hat{x}^i_t = \hat{x}^i_{t-1} + f_{\text{bbox}}(h^i_{b,t}),
\]

\[
h^i_{m,t} = \text{ConvLSTM}_{\text{dec}}([\hat{r}^i_{t-1}, f_{\text{mfeat}}(h^i_{b,t})], h^i_{m,t-1}),
\]

\[
\hat{r}^i_t = f_{\text{mask}}(h^i_{m,t}).
\]

for \( t \in \{T+1, \ldots, T+F\} \), where \( o_t \) represents the odometry at time \( t \), \( f_{\text{bbox}} \) and \( f_{\text{mfeat}} \) are multilayer perceptrons, and \( f_{\text{mask}} \) and \( f_{\text{mfeat}} \) are \( 1 \times 1 \) convolutional layers.

**Encoder.** The decoder uses bounding box hidden state \( h^i_{b,T} \), appearance feature hidden state \( h^i_{m,T} \), and estimates of the bounding box features \( \hat{x}^i_T \) and mask appearance features \( \hat{r}^i_T \) for the most recently observed frame \( I_T \). We obtain these quantities from an *encoder* which processes the motion and appearance history of instance \( i \). Provided with bounding box features \( x^i_t \), mask features \( r^i_t \), and odometry \( o_t \) for input time steps \( t \in \{1, \ldots, T\} \), the encoder computes the aforementioned quantities via

\[
h^i_{b,t} = \text{GRU}_{\text{enc}}([x^i_{t-1}, o_{t-1}, f_{\text{mfeat}}(r^i_{t-1})], h^i_{b,t-1}),
\]

\[
h^i_{m,t} = \text{ConvLSTM}_{\text{enc}}([r^i_{t-1}, f_{\text{mfeat}}(h^i_{b,t})], h^i_{m,t-1}).
\]

Intuitively, the bounding box encoder is a GRU which processes input bounding box features \( x^i_t \), odometry \( o_t \), and a transformation of mask features \( r^i_t \) to produce box state representation \( h^i_{b,T} \). Additionally, the mask appearance encoder is a ConvLSTM which processes input mask features \( r^i_t \) and the representation of the input bounding box features \( h^i_{b,t} \) produced by the bounding box encoder to obtain mask state representation \( h^i_{m,T} \).

The estimated mask and bounding box feature estimates for the final input time step \( T \) are computed by processing the final encoder hidden states via

\[
\hat{x}^i_T = f_{\text{enc.b}}(h^i_{b,T}), \quad \hat{r}^i_T = f_{\text{enc.m}}(h^i_{m,T}).
\]
where \( f_{\text{enc,b}} \) is a multilayer perceptron and \( f_{\text{enc,cam}} \) is a \( 1 \times 1 \) convolution. These estimates are necessary because occlusions can prevent access to location and appearance for time step \( T \) for some object instances. In those cases, use of Eq. (9) is able to fill the void.

**Tracking.** The encoder operates on estimated instance tracks/locations \( I^t := \{ c^t_i, (x^t, y^t) \}_{t=1}^{T} \) which consist of object class \( c^t_i \), bounding box features \( x^t_i \) and mask features \( r^t_i \) for all instances in the input video sequence \( I_1, \ldots, I_T \). Obtaining these involves two steps: 1) we run MaskRCNN [22] on every input frame to find the instances; 2) we link instances across time using DeepSort [65]. For a given tracked instance \( i \), we use outputs provided by MaskRCNN, including predicted class \( c^t_i \), bounding boxes \( x^t_i \), and mask features \( r^t_i \) extracted after the ROIAlign stage. The distance \( d \) within \( x^t_i \) refers to the median value of the input depth map \( d_i \) at locations corresponding to the estimated instance segmentation mask found by MaskRCNN for instance \( i \) in input frame \( t \). A given object instance may not be found in all input frames, either due to the presence of occlusions or because it has entered or left the scene. In these cases, we set the inputs to an all zeros tensor.

Note that it is possible for instances to be missed during the detection phase. We largely observe this to happen for static objects such as groups of bicycles parked on a sidewalk (for instance, the right side of our prediction in the fourth row of Fig. 4). One solution is to consider these instances as part of the background forecasting. However, in our experiments, we found that treating all the missed instances as background degraded our performance because some instances are actually dynamic. Thus, in this paper, we choose not to recover these instances.

**Losses.** To train the foreground model, we provide input location and appearance features, predict their future states, and regress against their pseudo-ground-truth future states. More specifically, the losses are computed using the estimated bounding boxes \( x^t_i \) and instance features \( r^t_i \) found by running instance detection and tracking on future frames. Note that losses are computed on intermediate predictions as well, which permits to properly model motion and appearance of instances across all future time steps. Our foreground model loss is a weighted sum of mean squared error and L1 losses. See appendix Sec. E.1 for full details.

### 3.1.2 ‘Stuff’ forecasting:

The background ‘stuff’ forecasting is tasked with predicting a semantic output \( \tilde{m}^B_{T+F} \in \{1, \ldots, C_{\text{stuff}}\}^{H \times W} \) for every pixel in the target frame \( T + F \). We assume they correspond to the static part of the scene, i.e., background changes in the images are caused solely by camera motion.

We predict the background changes by back-projecting 3D points from the background pixels in frame \( t \) given depth \( d^t_i \) and camera intrinsics, transforming with ego-motion \( \tilde{o}^t \), and projecting to frame \( T + F \). This process establishes pixel correspondences between input frame \( t \) and target frame \( T + F \). After running a pre-trained semantic segmentation model on frame \( I_t \) to get semantic segmentation \( m_t \), we use these correspondences to map the semantic labels from \( m_t \), which correspond to ‘stuff’ classes, to pixels in frame \( T + F \) and maintain their projected depth at this frame. We denote the projected semantic map as \( \tilde{m}^B_t \) and the projected depth as \( d^B_t \). However, due to 1) sparsity of the point clouds, and 2) lack of information in regions which were previously occluded by foreground objects or were not previously in-frame, only a subset of pixels in \( \tilde{m}^B_t \) are assigned a label. Therefore, we apply a refinement model that takes in \( (\tilde{m}^B_t, d^B_t) \) from all input frames to complete the semantic segmentation map \( \tilde{m}^B_{T+F} \).

**Losses.** To train the background refinement model, we use a cross-entropy loss applied at pixels which do not correspond to foreground objects in the target frame. This encourages the output of the refinement network to match the ground truth semantic segmentation at each pixel. We formalize this in appendix Sec. E.2.

### 3.1.3 Aggregation:

This step combines foreground instance segmentations \( \tilde{m}^F_{T+F} \), classes \( c^t_i \), depths \( d^F_{T+F} \) and background semantic prediction \( \tilde{m}^B_{T+F} \) into the final future panoptic segmentation \( S^F_{T+F} \). For simplicity, we assume that all foreground objects are located in front of all background components. We found this to be valid in most cases. Thus, to combine the foreground and background, we ‘paste’ foreground instances in order of decreasing predicted instance depth on top of the background. This approach is presented visually in Fig. 2, right, and described in more detail by Alg. 1 in the appendix.

### 3.1.4 Egomotion estimation:

A large contributor to the observed motion of a scene is the movement of the recording camera. Properly modeling this movement is critical for accurate results. Here, we consider two scenarios: 1) an ‘active’ scenario where the model has access to the planned motion of an autonomous agent; 2) a ‘passive’ scenario in which the camera is controlled by an external agent and hence the model is not provided with the future motion.

In the active scenario, we use the speed and yaw rate of the camera from the dataset, which we process into the forms required by the foreground and background models. See appendix Sec. B for more details.

In the passive scenario, we use a GRU to predict the future camera motion as a function of its past movement. More formally and as sketched in Fig. 2(left),

\[
h_o,t+1 = \text{GRU}_{\text{cam}} (\tilde{o}_t, h_o,t) \quad \text{and} \quad \tilde{o}_{t+1} = f_{\text{cam}}(h_o,t+1),
\]

where \( f_{\text{cam}} \) is a multilayer perceptron. For input time steps, i.e., \( t \in \{1, \ldots, T\} \), we use known camera motion \( o_t \) as model input. For future time steps, i.e., \( t \in \{T+1, \ldots, T+F\} \), we use predicted camera motion \( \tilde{o}_t \) as input.
better silhouettes for instance classes (see the cars in the 1st row or the pedestrians in the 4th row), and handles instances with large motion much does not model instance-level trajectory, the ‘things’ are no longer intact in the forecasts.

To match prior work — the car in the 2nd row is not predicted to have moved sufficiently; the cyclist in the 3rd row is not predicted at all. Since Hybrid, our approach produces more well-defined silhouettes for instance classes (see the cars in the 1st row or the pedestrians in the 4th row), and handles instances with large motion much better Hybrid — the car in the 2nd row is not predicted to have moved sufficiently; the cyclist in the 3rd row is not predicted at all. Since Flow does not model instance-level trajectory, the ‘things’ are no longer intact in the forecasts.

4. Evaluation

We establish the first results for the task of panoptic segmentation forecasting by comparing our developed approach to several baselines. We also provide ablations to demonstrate the importance of our modeling decisions. We additionally evaluate on the tasks of semantic segmentation forecasting and instance segmentation forecasting to compare our method to prior work on established tasks.

Data: To evaluate panoptic segmentation forecasting, we need a dataset which contains both semantic and instance information as well as entire video sequences that lead up to the annotated frames. Cityscapes [12] fulfills these requirements and has been used in prior work for semantic and instance forecasting. This dataset consists of 5000 sequences of 30 frames each, spanning approximately 1.8 seconds. The data were recorded from a car driving in urban scenarios, and semantic and instance annotations are provided for the 20th frame in each sequence. Following standard practice for prior work in forecasting segmentations [44, 43, 59, 53], all experiments presented here are run on the validation data; a limited set of evaluations on test data are presented in appendix Sec. G.

To match prior work [44, 43, 53], we use every third frame as input and evaluate two different scenarios: short-term forecasting looks 3 frames (~0.18s) and medium-term forecasting looks 9 frames (~0.53s) into the future. All metrics are computed on the 20th frame of the sequence. We use an input length of $T = 3$. We hence use frames 11, 14, and 17 as input for short-term experiments and frames 5, 8, and 11 as input for medium-term experiments.

4.1. Panoptic Segmentation Forecasting

Metrics. We compare all approaches using metrics introduced in prior work [32] on panoptic segmentation. These metrics require to first compute matches between predicted segments and ground truth segments. A match between a predicted segment and a ground truth segment of the same class is a true positive if their intersection over union (IoU) is larger than 0.5. Using these matches, three metrics are considered: segmentation quality (SQ), which is the average IoU of true positive matched segments, recognition quality (RQ), which is the F1 score computed over matches, and panoptic quality (PQ), which is the product of SQ and RQ. All of these metrics are computed per class and then averaged to compute the final score.

Baselines. To compare our approach against baselines on the novel task of panoptic segmentation forecasting, we use:

<table>
<thead>
<tr>
<th></th>
<th>All Things</th>
<th>Stuff Things</th>
<th>All Things</th>
<th>Stuff Things</th>
</tr>
</thead>
<tbody>
<tr>
<td>PQ</td>
<td>60.3</td>
<td>81.5</td>
<td>72.9</td>
<td>51.1</td>
</tr>
<tr>
<td>SQ</td>
<td>68.4</td>
<td>70.6</td>
<td>42.0</td>
<td>61.9</td>
</tr>
<tr>
<td>RQ</td>
<td>75.4</td>
<td>57.3</td>
<td>49.4</td>
<td>69.4</td>
</tr>
<tr>
<td></td>
<td>All Things</td>
<td>Stuff Things</td>
<td>All Things</td>
<td>Stuff Things</td>
</tr>
<tr>
<td>PQ</td>
<td>68.4</td>
<td>70.6</td>
<td>42.0</td>
<td>61.9</td>
</tr>
<tr>
<td>SQ</td>
<td>75.4</td>
<td>57.3</td>
<td>49.4</td>
<td>69.4</td>
</tr>
<tr>
<td>RQ</td>
<td>75.4</td>
<td>57.3</td>
<td>49.4</td>
<td>69.4</td>
</tr>
</tbody>
</table>

Table 1. Panoptic segmentation forecasting evaluated on the Cityscapes validation set. † has access to the RGB frame at $\Delta t$. Higher is better for all metrics.
user interface

Panoptic DeepLab (Oracle): we apply the Panoptic DeepLab model [9] to analyze the target frame. This represents an upper bound on performance, as it has direct access to future information.

Panoptic DeepLab (Last seen frame): we apply the same Panoptic DeepLab model to the most recently observed frame. This represents a model that assumes no camera or instance motion.

Flow: Warp the panoptic segmentation analyzed at the last observed frame using optical flow [27] computed from the last two observed frames.

Hybrid Semantic/Instance Forecasting: We fuse predictions made by a semantic segmentation forecasting model [59] and an instance segmentation forecasting model [43] to create a panoptic segmentation for the target frame.

Results. The results for all models on the panoptic segmentation forecasting task are presented in Tab. 1. We outperform all non-oracle approaches on the PQ, SQ, and RQ metrics for both short-term and mid-term settings. The improvements to PQ and RQ show that our model better captures the motion of all scene components, including static background ‘stuff’ regions and dynamic ‘things.’ In addition, the improvements to SQ imply that the per-pixel quality of true positive matches are not degraded. The Flow model performs worse than either Hybrid or our approach, which demonstrates that a simple linear extrapolation of per-pixel input motion is not sufficient to capture the scene and object movement. The fact that the gap between ours and Hybrid on ‘things’ PQ grows between the short- and mid-term settings shows the strength of our foreground model (Sec. 3.1.1) on anticipating object motion at longer time spans. Fig. 4 compares results to baselines. Our approach produces better defined object silhouettes and handles large motion better than the baselines.

Ablations. Tab. 2 shows results for ablation experiments which analyze the impact of our modeling choices: 1) w/ Hybrid bg uses our foreground model, but replaces our background model with the one from [59]; 2) w/ Hybrid fg uses our background model, but replaces our foreground model with the one from [43]; 3) w/ linear instance motion replaces the foreground forecasting model with a simple model assuming linear instance motion and no mask appearance change; 4) fg w/o odometry does not use odometry as input to the foreground model; 5) w/ ORB-SLAM odometry uses input odometry obtained from [6]; 6) w/ SGM depth uses depths obtained from SGM [24] provided by [12] as input to the model; and 7) w/ monocular depth uses a monocular depth prediction model [19], finetuned on Cityscapes, to obtain input depth. Ablations 1) and 2) show that our improved model performance is due to the strength of both our foreground and background components. Ablation 3) shows that joint modeling of instance motion and appearance mask is key to success. 4) shows that odometry inputs help the model predict foreground locations better, and 5) demonstrates our method works well with odometry computed directly from input images. 6) and 7) suggest that our approach benefits from more accurate depth prediction, but it also works well with depth inputs obtained using single-frame methods.

4.2. Semantic Segmentation Forecasting

For a comprehensive comparison, we also assess our approach on the task of semantic segmentation forecasting. This task asks to anticipate the correct semantic class per pixel for the target frame. Unlike the panoptic segmentation evaluation, this task doesn’t care about instances, i.e., good performance only depends on the ability to anticipate the correct semantic class for each pixel. We obtain semantic segmentation outputs from our model by discarding instance information and only retaining the semantics.

Metrics. Future semantic segmentation is evaluated using intersection over union (IoU) of predictions compared to the ground truth, which are computed per class and averaged over classes. We additionally present an IoU score which is computed by averaging over ‘things’ classes only (MO).

Baselines. We compare to a number of recent works which forecast semantic segmentations. Many of these approaches
anticipate the features of a future scene [44, 48, 4, 52, 10, 53]. LSTM M2M [59] anticipates the optical flow between the most recent frame and the target with a warping function transforming input semantics. Different from these, we decompose the prediction into feature predictions for each individual instance as well as a transformation of background semantics before combining. Additionally, these approaches do not use depth inputs and all except Bayesian S2S [4] do not use egomotion as input.

**Results.** The results for this task are given in Tab. 3. We outperform most models on standard IoU as well as MO IoU. Unlike all other baselines, our model is able to produce instance-level predictions for moving object classes, which is a more challenging objective.

### 4.3. Instance Segmentation Forecasting

We also evaluate on instance segmentation forecasting, which only focuses on the ‘things’ classes within Cityscapes. Future instance segmentation can be obtained from our model by disregarding all pixels corresponding to ‘stuff’ classes from the panoptic forecasting output.

**Metrics.** Instance segmentation is evaluated using two metrics [12]: 1) Average Precision (AP) first averages over a number of overlapping thresholds required for matches to count as true positives and is then averaged across classes; 2) AP50 is the average precision computed using an overlap threshold of 0.5 which is then averaged across classes.

**Baselines.** There is very little prior work on instance segmentation forecasting. We compare to Luc et al. [43], who train a model to predict the features of the entire future scene using a convolutional model and obtain final instances by running these predicted features through the prediction heads of MaskR-CNN. Instead, our approach predicts an individual set of features for each instance found in the scene.

**Results.** Tab. 4 presents the results. We outperform prior work in the mid-term setting. This indicates that modeling trajectory of individual instances has a higher potential on forecasting tasks. Since we use the same model created by Luc et al. [43] as the ‘foreground’ component of the Hybrid baseline (Sec. 4.1), Fig. 4 shows visual comparisons between these approaches. Again, our method gives higher-detailed instance contours and models objects with larger motion more accurately. Moreover, in some cases, F2F “deletes” some instances from the scene (such as the cyclist in row 3).

### 4.4. Introspection

Why does our approach anticipate higher-fidelity instances than prior approaches? Many of these works attempt to predict future scenes by anticipating what a fixed-size feature tensor for the entire image will look like – this is true for both semantic segmentation forecasting [44, 10, 53] and instance segmentation forecasting [43]. Note, this conflates camera motion, which objects are present in a scene, how these objects move, and how the appearance of objects and background components change as a function of the scene motion. This increases the complexity of the prediction. Instead, our method decomposes these components into individual parts: the foreground model anticipates how each object moves and how its appearance changes as a function of this motion; the background model captures how static scene components appear when the camera moves; and the odometry model anticipates likely future motion based on past input. Modeling each of these separately simplifies individual prediction. Additionally, we predict separate features for every individual instance, so its size scales with the number of instances present in a scene, while past approaches [43] use a fixed size representation regardless of the complexity of the scene.

The performance of our approach is hampered in some cases by failures in instance detection and tracking (examples in Fig. 5). At the moment, our model cannot properly recover from situations where the input is noisy. That being said, our approach immediately benefits from improvements in the areas of instance detection and tracking, which are very active fields of research [2, 3].

### 5. Conclusions

We introduced the novel task ‘panoptic segmentation forecasting.’ It requires to anticipate a per-pixel instance-level segmentation of ‘stuff’ and ‘things’ for an unobserved future frame given as input a sequence of past frames. To solve this task, we developed a model which anticipates trajectory and appearance of ‘things’ and by reprojecting input semantics for ‘stuff.’ We demonstrated that the method outperforms compelling baselines on panoptic, semantic and instance segmentation forecasting.
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### Table 4. Instance segmentation forecasting on the Cityscapes validation dataset.

<table>
<thead>
<tr>
<th></th>
<th>Short term: $\Delta t = 3$</th>
<th>Mid term: $\Delta t = 9$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>AP</td>
<td>AP50</td>
</tr>
<tr>
<td>Oracle</td>
<td>34.6</td>
<td>57.4</td>
</tr>
<tr>
<td>Last seen frame</td>
<td>8.9</td>
<td>21.3</td>
</tr>
<tr>
<td>F2F [43]</td>
<td>19.4</td>
<td>39.9</td>
</tr>
<tr>
<td>Ours</td>
<td>17.8</td>
<td>38.4</td>
</tr>
</tbody>
</table>

Figure 5. **Failure cases.** Left: the cyclist highlighted in white was missed by instance detection. Right: mispredicted odometry leads to misalignment between the forecast and the target image (the outlines of objects in the target image are shown in white).
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