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Abstract

This paper introduces a novel “fairness” dataset to mea-

sure the robustness of AI models to a diverse set of age, gen-

ders, apparent skin tones and ambient lighting conditions.

Our dataset is composed of 3,011 subjects and contains

over 45,000 videos, with an average of 15 videos per per-

son. The videos were recorded in multiple U.S. states with

a diverse set of adults in various age, gender and apparent

skin tone groups. A key feature is that each subject agreed

to participate for their likenesses to be used. Additionally,

our age and gender annotations are provided by the sub-

jects themselves. A group of trained annotators labeled the

subjects’ apparent skin tone using the Fitzpatrick skin type

scale [6]. Moreover, annotations for videos recorded in low

ambient lighting are also provided. As an application to

measure robustness of predictions across certain attributes,

we evaluate the state-of-the-art apparent age and gender

classification methods. Our experiments provides a through

analysis on these models in terms of fair treatment of people

from various backgrounds.

1. Introduction

Fairness in AI is an emerging topic in computer vi-

sion [3, 18] and has proven indispensable to develop un-

biased AI models that are fair and inclusive to individuals

from any background. Recent studies [5, 9, 19] suggest that

top performing AI models trained on datasets that are cre-

ated without considering fair distribution across sub-groups

and thus quite unbalanced, do not necessarily reflect the

outcome in real world. On the contrary, they may perform

poorly and may be biased towards certain groups of people.

To address the aforementioned concerns, we propose a

dataset composed of video recordings containing 3,011 in-
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Figure 1: Casual Conversations dataset per-category dis-

tributions. Age and gender distributions are pretty balanced.

Only 0.1% of participants identified themselves as Other

gender (purple bar in the “Gender” column). Consecutive

pairs of skin types can be grouped into three sub-categories

for a uniform distribution. To balance lighting, we also pro-

vide sub-sampled dataset consists of two videos per actor,

where one is Dark when possible.

dividuals with a diverse set of age, genders and apparent

skin types. Participants, who were paid actors gave their

permission for their likeness to be used for improving AI, in

the video recordings casually speak about various topics and

sometimes depict a range of facial expressions. Thus, we

call the dataset Casual Conversations. The dataset includes

a unique identifier and age, gender, apparent skin type an-

notations for each subject. A distinguishing feature of our

dataset is that age and gender annotations are provided by



Figure 2: Example face crops from the Casual Conversations dataset, categorized by their apparent Fitzpatrick skin types.

the subjects themselves. We prefer this human-centered ap-

proach and believe it allows our data to have a relatively

unbiased view of age and gender. As a third dimension in

our dataset, we annotated the apparent skin tone of each

subject using the Fitzpatrick[6] scale; we also label videos

recorded in low ambient lighting. This set of attributes al-

low us to measure model robustness on four dimensions:

age, gender, apparent skin tone and ambient lighting.

Although Casual Conversations is intended to evaluate

robustness of AI models across several facial attributes, we

believe that its value is greater and indispensable for many

other open challenges. Image inpainting, developing tem-

porally consistent models, audio understanding, responsible

AI on facial attribute classification and handling low-light

scenarios in the aforementioned problems are potential ap-

plication areas of this dataset.

We organize the paper as follows; Section 2 provides a

comprehensive background on fairness in AI, up-to-date fa-

cial attribute datasets, deepfake detection and current chal-

lenges in personal attribute classification. Section 3 de-

scribes the data acquisition process and the annotation

pipeline for our dataset. Section 4 analyzes the biases of

the state-of-the-art apparent age and gender classification

models, using our dataset. Consequently, we finalize our

findings and provide an overview of the results in Section 5.

2. Related Work

Fairness in AI challenges the field of artificial intelli-

gence to be more inclusive, fair and responsible. Research

has clearly shown that deep networks that achieve a high

performance on certain datasets are likely to favor only

sub-groups of people due to the imbalanced distribution

of the categories in the data [10]. Buolamwini and Ge-

bru [2] pointed out that the IJB-A [8] and Adience [5]

datasets are composed of mostly lighter skin toned subjects.

Raji et al. [13, 14] analyze the commercial impact Gender

Shades [2] and discuss ethical concerns auditing facial pro-

cessing technologies. Du et al. [4] provide a comprehensive

review on recent developments of fairness in deep learning

and discuss potential fairness mitigation approaches in deep

learning. Meanwhile, Barocas et al. [1] are in the process of

compiling a book that intends to give a fresh perspective on

machine learning in regards to fairness as a central concern

and discusses possible mitigation strategies on the ethical

challenges in AI.

Facial attribute datasets [5, 9, 19] are created to train

and validate face recognition, age, and gender classifica-

tion models. However, provided facial attributes in these

datasets are hand-labelled and annotated by third-parties.

Although it has been claimed that the annotations are uni-

formly distributed over different attributes, e.g. age and gen-

der, there is no guarantee on the accuracy of these annota-

tions. An individual’s visual appearance may differ signif-

icantly from their own self-identification which will thus



Gender Skin type Lighting

Overall Female Male Other Type I Type II Type III Type IV Type V Type VI Bright Dark

Levi & Hassner [12] 38.05 37.44 39.48 66.67 39.56 38.72 40.84 36.47 36.47 34.89 38.49 37.04

LMTCNN [11] 42.26 42.28 44.53 100.00 42.33 41.78 42.30 42.79 42.44 37.99 42.94 41.12

LightFace [16] 54.32 54.21 56.18 83.33 46.51 55.52 54.59 55.78 53.78 52.57 54.17 55.20

Table 1: Precision comparison of the apparent age classification methods, with a breakdown by fairness categories.

Age Skin type Lighting

Overall 18-30 31-45 46-85 Type I Type II Type III Type IV Type V Type VI Bright Dark

Levi & Hassner [12] 39.42 39.29 40.65 54.00 47.51 56.81 55.97 53.97 35.89 35.30 40.21 38.12

LMTCNN [11] 41.56 41.57 43.14 56.29 50.38 58.64 58.22 55.85 38.62 39.68 41.44 41.75

LightFace [16] 44.12 44.33 45.40 59.85 55.73 62.39 61.12 61.81 41.90 41.66 44.29 43.86

Table 2: Precision comparison of the apparent gender classification methods, with a breakdown by fairness categories.

result as bias in the dataset. In contrast, we provide age

and gender annotations that are self-identified by the sub-

jects. Aside from age and gender, public benchmarks tend

to also provide annotated ethnicity labels. However, we find

that labeling the ethnicity of subjects could lead to inaccu-

racies. Raters may have unconscious biases towards cer-

tain ethnic groups that may reduce the labelling accuracy in

the provided annotations. In the FairFace [9] dataset paper,

the authors claim that skin tone is a one dimensional con-

cept in comparison to ethnicity because lighting is a big fac-

tor when deciding on the skin tone as a subject’s skin tone

may vary over time. Although these claims sound reason-

able, the ethnicity attribute is still ill-defined and can con-

ceptually cause confusions in many aspects; for example

there may no difference in facial appearance of African-

American and African people, although, they may be re-

ferred to with two distinct racial categories. We, therefore,

have opted to annotate the apparent skin tone of each sub-

ject. Our dataset is composed of multiple recordings ( i.e.

on avg. 15) per actor, so annotators voted based on the sam-

pled frames of these videos. Since these videos were cap-

tured in varying ambient lighting conditions, we alleviate

the aforementioned concerns stated in [9].

Apparent age and gender classification has been a rapidly

growing research field over a decade but recently took more

attention after tremendous increase in social media usage.

Therefore, apparent age and gender prediction is still an

active research field investigated in automated human bio-

metrics and facial attribute classification methods. Levi &

Hassner [12] proposed an end-to-end trained Convolutional

Neural Network (CNN) on Adience benchmark [5] to pre-

dict apparent age and gender from faces. Lee et al. [11]

further developed a system for mobile and proposed an effi-

cient, lightweight multi-task CNN for simultaneous appar-

ent age and gender classification. Serengil et al. [16] re-

cently presented a hybrid face recognition framework com-

posed of the state-of-the-art face recognition approaches.

Nevertheless, none of these models were evaluated against

apparent skin type variations and ambient lighting condi-

tions. Therefore, we present a close look into the results of

these methods on our dataset to measure robustness of the

recent face technologies.

3. Casual Conversations Dataset

The Casual Conversations dataset is composed of ap-

proximately fifteen one minute video recordings for each of

our 3,011 subjects. Videos are captured in the United States

in the cities of Atlanta, Houston, Miami, New Orleans, and

Richmond. The subjects that participated in this study are

from diverse age (18+), gender and ethnicity groups. In

most recordings, only one subject is present; however, there

are videos in which two subjects are present simultaneously

as well. Nonetheless, we only provide one set of labels and

it is for the current subject of interest.

In this dataset, we provide annotations for age, gen-

der, apparent skin tone and whether or not the video was

recorded in low ambient lighting. Age and gender attributes

of subjects are provided by subjects themselves. All other

publicly available datasets provide hand or machine labelled

annotations and therefore introduce a drastic bias towards

appearance of a person other than the actual age and gen-

der. Gender in our dataset is categorized as Male, Female,

Other and N/A (preferred not to say or removed during data

cleaning). We are aware that this categorization is over sim-

plistic and does not sufficiently capture the diversity of gen-

ders that exist, and that we hope in the future there is more

progress on enabling data analysis that captures this addi-

tional diversity while continuing to respect people’s privacy

and any data ethics concerns.

In addition to self-identified age and gender labels, we

also provide skin tone annotations using the Fitzpatrick



scale [6]. Although the debate on ethnicity versus skin tone

is still disputed [9], we believe it is ill-defined consider-

ing that the apparent ethnicity of a person may differ from

their actual ethnicity, thereby causing algorithms to clas-

sify incorrectly. On the other hand, skin tone is an expres-

sive and generic way to group people, which is necessary to

measure the bias of the-state-of-the-art methods. The Fitz-

patrick scale [6] is commonly used in classification of ap-

parent skin tones. The Fitzpatrick scale constitutes six skin

types based on the skin’s reaction to Ultraviolet light. The

scale ranges from Type I to VI, where Type I skin is pale

to fair, never tans but always burns whereas Type VI skin

is very dark, always tans but never burns (see example face

crops in Figure 2). Additionally, the Fitzpatrick scale has

limitations in capturing diversity outside of the Western the-

ories of race related skin tone and does not perform as well

for people with darker skin tones [15, 17]. Three of out the

six skin types cover white skin, two cover brown skin, and

there is only skin type for black skin, which clearly does not

encompass the diversity within brown and black skin tones.

A common procedure to alleviate this bias is to group the

Fitzpatrick skin types into three buckets of light [types I,

II], medium [types III & IV], and dark skins [type V & VI].

Our annotations provide the full, non-bucketed skin types

such that others can decide how they’d to group the skin

types.

In order to annotate for apparent skin types, eight in-

dividuals (raters) were appointed to annotate all subjects

and to also flag the subjects that they are not confident

about. As the final skin type annotations, we accumulated

the weighted histograms over eight votes (uncertain votes

are counted as half) and pick the most voted skin type as

the ground-truth annotation.

Figure 1 shows the per-category distributions over our

3,011 subjects. As shown in the figure, we have decently

balanced distributions over gender and age groups. For the

skin type annotations, each paired group of types I & II, III

& IV and V & VI would be almost equal to one-third of the

dataset. Uniform distributions of the annotations allow us

to reduce the impact of bias in our measurements and hence

let us better evaluate model robustness.

In Figure 1 the percentage of bright versus dark videos

over all 45,186 videos is also depicted. To have a balanced

lighting distribution, we sub-sample our dataset to include

only one pair of videos per subject, a total of 6,022 videos.

When possible, we chose one dark and one bright video.

Note that sub-sampling only affects the lighting distribu-

tion because there is only one set of labels per subject in

the dataset. After re-sampling, we end up with 37.3% dark

videos in the smaller dataset. In all experiments, we use the

mini Casual Conversations dataset.

Our dataset will be publicly available1 for general use

1https://ai.facebook.com/datasets/casual-conversations-dataset

and we encourage users to extend annotations of our dataset

for various computer vision applications, in line with our

data use agreement.

4. Experiments

We compared the apparent age and gender prediction re-

sults of the three state-of-the-art models, evaluated on our

dataset. In the following experiments, we used the reduced

(mini) dataset. We first detect faces in each frame with

DLIB [7] and evaluate the models on the sampled 100 face

crops per video. Final predictions are calculated by aggre-

gating results over these samples (most voted gender and

median age). Levi & Hassner [12] and LMTCNN [11] pre-

dicts age in predefined brackets and therefore we map their

age prediction to our predefined age groups in 1.

Tables 1 and 2 show the precision of the models on ap-

parent age and gender, respectively. Levi & Hassner [12]

is one of the early works that used deep neural networks.

It is comparatively less accurate method among all, how-

ever, almost as good in apparent gender classification as

LMTCNN [11]. LightFace [16], on the other hand, is more

successful on predicting accurate apparent age and gen-

der. Nevertheless, state-of-the-art methods’ apparent gen-

der precision on darker skin types (Type V & VI) is drasti-

cally lower by more than 20% on average.

5. Conclusions

We presented the Casual Conversations Dataset, a

dataset designed to measure robustness of AI models across

four main dimensions, age, gender, apparent skin type and

lighting. As previously stated, a unique factor of our dataset

is that the age and gender labels are provided by the par-

ticipants themselves. The dataset has uniform distributions

over all categories and could be used to measure various

AI methods, such as face detection, apparent age and gen-

der classification, or to assess robustness to various ambient

lighting conditions.

As an application of our dataset, we presented an analy-

sis of the recent apparent age and gender prediction models

on our dataset. In both of the applications, we noticed an

obvious algorithmic bias towards lighter skinned subjects.

Apparent gender classification methods are most successful

on older people (+45 years old) and generally as good on

darker videos as on brighter ones.

Beyond aforementioned research topics, our dataset en-

ables researchers to develop and also thoroughly evaluate

models for more inclusive and responsible AI.
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