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Abstract

This paper introduces a novel “fairness” dataset to mea-

sure the robustness of AI models to a diverse set of age, gen-

ders, apparent skin tones and ambient lighting conditions.

Our dataset is composed of 3,011 subjects and contains

over 45,000 videos, with an average of 15 videos per per-

son. The videos were recorded in multiple U.S. states with

a diverse set of adults in various age, gender and apparent

skin tone groups. A key feature is that each subject agreed

to participate for their likenesses to be used. Additionally,

our age and gender annotations are provided by the sub-

jects themselves. A group of trained annotators labeled the

subjects’ apparent skin tone using the Fitzpatrick skin type

scale [6]. Moreover, annotations for videos recorded in low

ambient lighting are also provided. As an application to

measure robustness of predictions across certain attributes,

we evaluate the state-of-the-art apparent age and gender

classification methods. Our experiments provides a through

analysis on these models in terms of fair treatment of people

from various backgrounds.

1. Introduction

Fairness in AI is an emerging topic in computer vi-

sion [3, 18] and has proven indispensable to develop un-

biased AI models that are fair and inclusive to individuals

from any background. Recent studies [5, 9, 19] suggest that

top performing AI models trained on datasets that are cre-

ated without considering fair distribution across sub-groups

and thus quite unbalanced, do not necessarily reflect the

outcome in real world. On the contrary, they may perform

poorly and may be biased towards certain groups of people.

To address the aforementioned concerns, we propose a

dataset composed of video recordings containing 3,011 in-
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Figure 1: Casual Conversations dataset per-category dis-

tributions. Age and gender distributions are pretty balanced.

Only 0.1% of participants identified themselves as Other

gender (purple bar in the “Gender” column). Consecutive

pairs of skin types can be grouped into three sub-categories

for a uniform distribution. To balance lighting, we also pro-

vide sub-sampled dataset consists of two videos per actor,

where one is Dark when possible.

dividuals with a diverse set of age, genders and apparent

skin types. Participants, who were paid actors gave their

permission for their likeness to be used for improving AI, in

the video recordings casually speak about various topics and

sometimes depict a range of facial expressions. Thus, we

call the dataset Casual Conversations. The dataset includes

a unique identifier and age, gender, apparent skin type an-

notations for each subject. A distinguishing feature of our

dataset is that age and gender annotations are provided by



Figure 2:Example face cropsfrom theCasual Conversationsdataset, categorized by their apparent Fitzpatrick skin types.

the subjects themselves. We prefer this human-centered ap-
proach and believe it allows our data to have a relatively
unbiased view of age and gender. As a third dimension in
our dataset, we annotated the apparent skin tone of each
subject using the Fitzpatrick[6] scale; we also label videos
recorded in low ambient lighting. This set of attributes al-
low us to measure model robustness on four dimensions:
age, gender, apparent skin tone and ambient lighting.

Although Casual Conversationsis intended to evaluate
robustness of AI models across several facial attributes, we
believe that its value is greater and indispensable for many
other open challenges. Image inpainting, developing tem-
porally consistent models, audio understanding, responsible
AI on facial attribute classi�cation and handling low-light
scenarios in the aforementioned problems are potential ap-
plication areas of this dataset.

We organize the paper as follows; Section2 provides a
comprehensive background on fairness in AI, up-to-date fa-
cial attribute datasets, deepfake detection and current chal-
lenges in personal attribute classi�cation. Section3 de-
scribes the data acquisition process and the annotation
pipeline for our dataset. Section4 analyzes the biases of
the state-of-the-art apparent age and gender classi�cation
models, using our dataset. Consequently, we �nalize our
�ndings and provide an overview of the results in Section5.

2. Related Work

Fairness in AI challenges the �eld of arti�cial intelli-
gence to be more inclusive, fair and responsible. Research
has clearly shown that deep networks that achieve a high
performance on certain datasets are likely to favor only
sub-groups of people due to the imbalanced distribution
of the categories in the data [10]. Buolamwini and Ge-
bru [2] pointed out that the IJB-A [8] and Adience [5]
datasets are composed of mostly lighter skin toned subjects.
Raji et al. [13, 14] analyze the commercial impact Gender
Shades [2] and discuss ethical concerns auditing facial pro-
cessing technologies. Duet al. [4] provide a comprehensive
review on recent developments of fairness in deep learning
and discuss potential fairness mitigation approaches in deep
learning. Meanwhile, Barocaset al. [1] are in the process of
compiling a book that intends to give a fresh perspective on
machine learning in regards to fairness as a central concern
and discusses possible mitigation strategies on the ethical
challenges in AI.

Facial attribute datasets [5, 9, 19] are created to train
and validate face recognition, age, and gender classi�ca-
tion models. However, provided facial attributes in these
datasets are hand-labelled and annotated by third-parties.
Although it has been claimed that the annotations are uni-
formly distributed over different attributes,e.g. age and gen-
der, there is no guarantee on the accuracy of these annota-
tions. An individual's visual appearance may differ signif-
icantly from their own self-identi�cation which will thus








