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Abstract
Advances in adversarial defenses have led to a significant improvement in the robustness of Deep Neural Networks. However, the robust accuracy of present state-of-the-art defenses is far from the requirements in critical applications such as robotics and autonomous navigation systems. Further, in practical use cases, network prediction alone might not suffice, and assignment of a confidence value for the prediction can prove crucial. In this work, we propose a generic method for introducing stochasticity in the network predictions, and utilize this for smoothing decision boundaries and rejecting low confidence predictions, thereby boosting the robustness on accepted samples. The proposed Feature Level Stochastic Smoothing based classification also results in a boost in robustness without rejection over existing adversarial training methods. Finally, we combine the proposed method with adversarial detection methods, to achieve the benefits of both approaches.

1. Introduction
Deep Neural Networks are susceptible to carefully crafted imperceptible noise known as adversarial attacks [13], which can flip their predictions to completely unrelated classes with high confidence. The catastrophic impact of such attacks has led to significant interest towards building defenses against such attacks.

Adversarial training using Projected Gradient Descent (PGD), proposed by Madry et al. in 2018 [20] has been one of the most successful defenses so far. PGD adversarial training coupled with early stopping is still one of the leading defenses [23, 21] indicating that progress on the front of adversarial defenses has been meager since 2018. Schmidt et al. [26] show that adversarial training requires significantly more data when compared to standard training. On the CIFAR-10 dataset for example, Carmon et al. [7] demonstrate that a 7% increase in robustness requires 500K samples in addition to the 50K training samples of the original dataset. However, it is not practical to assume the availability of 10× more data for training robust models.

Another avenue of research has been towards detecting adversarial samples [34, 24, 16, 12]. Such methods can be used to detect whether a test sample is adversarial or not, allowing the system to abstain from prediction on adversarial samples. However, most of the detection methods rely on identifying specific properties of adversarial images. Hence, they work well under a black-box setting, but fail in the presence of an adaptive adversary, whose goal is to craft an adversarial example which is similar to the distribution of natural images, specifically with respect to the property that is used for detection [31].

Recent work by Stutz et al. [30] demonstrates a method of detecting different types of adversaries using Confidence Calibrated Adversarial Training (CCAT). The authors propose to train networks that assign very low confidence to adversarial samples. This method is shown to induce low-confidence predictions to adversaries constrained in other $l_p$-norm balls as well, and demonstrates remarkably high detection accuracies, while limiting the rejection rate on correctly classified clean samples to 1%. However, this method is overly sensitive to even small random perturbations, which could occur due to factors such as slight soiling on a sensor collecting data. Based on our evaluation on the CIFAR-10 dataset, CCAT rejects 78.60% of images corrupted with Bernoulli noise of magnitude 1/255, while a model with standard training has an accuracy of 92.4% on the same (Ref: Table-3 of the Supplementary). Thus, the model is becoming more sensitive, while the requirement in general is to make models more robust. Additionally, as shown in Fig.2(a) of the Supplementary, CCAT incorrectly accepts a large fraction (36.5%) of adversarial examples at low perturbation magnitudes ($\delta = 3/255$) against an adaptive attack proposed by the authors [30].

Adversarial detection alone cannot meet the requirements of applications such as robotics and autonomous navigation systems. As an example, at fast driving speeds, a self-driving car abstaining from prediction can be dangerous, as the driver may not be able to take control instantly. Hence we need to limit the frequency at which the system
abstains from prediction, while also being able to reject hard images. An ideal system should therefore operate such that weak adversaries which can be correctly classified by an adversarially trained model are not rejected, while strong adversaries which are likely to be misclassified are rejected. Towards this end, we propose a unified framework that combines the merits of adversarial training and detection, while also overcoming the shortcomings of both.

We list the key contributions in our paper here:

- We propose Adversarial training using a stochastic classifier, which enforces one of the feature layers to follow a predefined distribution, facilitating sampling from the same during training and deployment.
- We propose Feature Level Stochastic Smoothing to achieve a boost in adversarial robustness over standard deterministic classifiers.
- We use the proposed stochastic classifier for rejecting low confidence samples, thereby resulting in a significant boost in adversarial robustness.
- We propose metrics to evaluate classifiers which improve robustness using adversarial training, while also incorporating a rejection scheme.
- Finally, we propose a scheme of combining our approach with Confidence-Calibrated Adversarial Training (CCAT) [30], to achieve the merits of both.

The code and pretrained models are available at: https://github.com/val-iisc/FLSS

2. Related Works

Types of Adversarial Defenses: Amongst the most common methods used to produce robust networks is Adversarial Training, wherein the network is exposed to adversarial images during the training regime. Several other methods relied on introducing randomized or non-differentiable components either in the pre-processing stage or in the network architecture, so as to minimise the effectiveness of generated gradients. However, Athalye et al. [2] broke several such defense techniques [4, 19, 11, 33, 27], where it was shown that methods which relied on gradient obfuscation were not truly robust, as gradient masking effects could be successfully circumvented by an adaptive adversary. Though our method uses stochastic elements, the network remains completely differentiable end-to-end through the reparamaterisation trick, akin to that used in Variational Autoencoders [17], and does not rely on gradient obfuscation to achieve robustness. Further, we present a thorough evaluation of our model based on attacks introduced in [2] to verify the same.

Adversarial Training based Defenses: Madry et al. [20] proposed training on multi-step adversaries generated using Projected Gradient Descent (PGD), so as to minimise the worst-case loss within the given constraint set. PGD based training continues to be one of the most effective defenses against adversarial attacks known till date. He et al. [15] proposed to inject trainable Gaussian noise in the weights of the network as a regularization method while performing standard PGD training. This transforms the weight tensor to a noisy one, wherein the variance of the added Gaussian is parameterized and trainable. Further, Zhang et al. [36] introduced a framework to trade-off clean accuracy for adversarial robustness, using a multi-step training method called TRADES. Though TRADES was shown to be more effective than PGD training, recent works such as that of Rice et al. [23] indicate that high capacity models trained using PGD with early stopping can achieve similar, if not better results. Following this, Pang et al. [21] showed that by tuning parameters such as weight decay and the step learning rate schedule, TRADES can achieve better robust accuracy compared to that of Rice et al. The current state-of-the-art robust accuracy is achieved using Adversarial Weight Perturbation (AWP) [32] where the loss maximization is done with respect to both input pixels and weight space of the network. Minimizing loss on a proxy network with perturbed weights is shown to result in significantly improved generalization to the test set, owing to the improved flatness of loss landscape. While the AWP formulation can be combined with any defense, AWP-TRADES achieves the state-of-the-art results currently.

Detection of Adversarial Examples: Another avenue of research in this field has been towards addressing the detection of adversarial perturbations. Gosh et al. [12] use a VAE with Gaussian Mixture density to perform thresholding based on the distance between the encoding of an input sample and the encoding of the predicted class label, combined with thresholding of the reconstruction error obtained from the decoder. However, this method is not scalable to datasets such as CIFAR-100, with a large number of classes.

Several other detection methods exist which seek to exploit the differences between clean and adversarial samples with respect to a given property. However, such methods are often effective only in black-box settings, and are susceptible to adaptive attacks in a white-box setting. Tramer et al. [31] systematically evaluate several defense methods, comprising both adversarial training as well as detection methods. The authors show that with carefully crafted adaptive attacks, several detection methods [24, 34, 16] could be circumvented. The detection method by Roth et al. [24] relies on the fact that network outputs of adversarial samples exhibit higher sensitivity to input noise when compared to natural images. The method incorporates thresholding of logits, which inherently assumes that adversarially perturbed samples either have highly confident scores for the incorrect class or lie abnormally close to decision boundaries, de-
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3. Preliminaries

In this paper, we consider a stochastic classifier \( C_{\theta} \), that maps an input image \( x \) to its corresponding softmax output \( C_{\theta}(x, \epsilon) \) after sampling a noise vector \( \epsilon \) from a fixed probability distribution such as the Standard Normal distribution \( \mathcal{N}(0, I) \) with zero mean, and Identity covariance matrix. The stochastic classifier has two primary components: an Encoder network \( E = \{ \mu_{\theta_E}, \Sigma_{\theta_E} \} \), and a Multi-layer Perceptron \( M \) (consisting of one or more layers), such that:

\[
C_{\theta}(x, \epsilon) = M(\mu_{\theta_E}(x) + \Sigma_{\theta_E}(x) \odot \epsilon)
\]

where \( \odot \) denotes element-wise multiplication. For an image \( x \), we denote its corresponding ground-truth label as \( y \). For a given sampled noise vector \( \epsilon \), we denote the cross-entropy loss for a data sample \( \{x, y\} \) as \( \ell_{CE}(C_{\theta}(x, \epsilon), y) \). Further, given a clean image \( x \), we denote an adversarially modified counterpart as \( \tilde{x} \). In this paper, we primarily consider adversaries that are constrained in \( \ell_{\infty} \) norm of \( \delta = 8/255 \):

\[
A(x) = \{ \tilde{x} : ||x - \tilde{x}||_\infty \leq \delta \}
\]

4. Proposed Approach

In this section, we discuss the proposed approach in detail. We first discuss the proposed stochastic smoothing based classifier, followed by details on how such classifiers can be used to boost adversarial robustness.

4.1. Feature Level Stochastic Smoothing

Standard classifiers are deterministic and can be defined as a function mapping from input space to output space, leading to a unique output for every possible input in the domain of the function. Deep Networks can be used as deterministic classifiers and are known to achieve very high classification performance. However, training Deep Networks using the standard cross-entropy loss is known to force the network to predict outputs with a high confidence, even for out-of-distribution samples. Several methods [35, 30, 22] have been proposed to overcome this, allowing the confidence predictions of the classifier to be more informative. Some of these methods are also known to generate smoother decision boundaries [35].

In contrast to deterministic classifiers, some classifiers introduce stochasticity during training, typically for their regularizing effect. Randomness during test time is not preferred, as many applications require consistency in predictions while being deployed. This is avoided by taking expectation over the random components during test time either analytically, as done in dropout [29], or by finding a sample mean using a sufficiently large number of samples during test time, as done in randomized smoothing [5]. In this work, we propose Feature Level Stochastic Smoothing based classification, which enforces one of the feature layers to follow a predefined distribution such as the standard normal distribution, thereby facilitating sampling from the same during training and deployment. We use this to achieve the dual objective of smoothing decision boundaries, and for generating multiple randomized predictions for rejection. The diagram in Fig. 1 shows that feature space decision boundaries of standard classifiers tend to be highly

Figure 1. Decision boundaries (in feature space) of (a) Standard Classifier and (b) Feature Level Stochastic Smoothing based Classifier. The data sample which belongs to the class C2 gets incorrectly predicted as C4 in (a), whereas in (b) it is predicted correctly as C2. The smoothed classifier considers a majority vote over samples within the local neighborhood of the image as shown in (a).

Figure 2. Feature Level Stochastic Smoothing Classifier: The network is trained such that output of the encoder follows a fixed distribution, thereby enabling sampling from this layer to generate a randomized pool of network outputs for a given input \( x \).
non-smooth, primarily due to the high dimensionality of the network parameters, leading to poor generalization, specifically to out-of-distribution samples. On the other hand, in the proposed method, we generate predictions by taking an expectation over randomized feature vectors, leading to smoother decision boundaries and better generalization. The expectation is approximated using a sample mean, and consistency among all outputs is used to estimate confidence of the prediction and decide whether the input sample should be rejected.

An implementation of the proposed Feature Level Stochastic Smoothing Classifier is shown in Fig.2. Motivated by the Variational Autoencoder formulation [17], we enforce the encoder network to predict mean ($\mu_{\theta_E}$) and variance ($\Sigma_{\theta_E}$) vectors for each input sample, and use the reparameterization trick for ease of backpropagation. Hence, rather than sampling directly from the mean and variance predicted by the network, we sample from the standard normal distribution and pass $\mu_{\theta_E} + \Sigma_{\theta_E} \odot \epsilon$ to the rest of the network. The sampled feature vector is passed as input to the multi-layer perceptron head for the final classification. Every sampled feature vector gives a different random prediction. We describe the algorithm used for training and inference during test time in the following sections.

### 4.2. Training Algorithm

The proposed method uses feature level stochastic smoothing discussed in the above section for training robust classifiers. The algorithm for training is shown in Algorithm 1. For ease of notation, we consider a single sample at a time in the algorithm, however the training is done using mini-batches of size 128. In every mini-batch, two steps of training are done. The first step is meant for training on adversarial samples, while the second step uses only clean samples for training. We use adversarial samples constrained within an $\ell_\infty$ norm of $\delta = 8/255$ for training. An adversarial sample is generated using a 10-step PGD attack [20] and a 11th AWP step [32]. An adversarial sample is initialized by combining an input image with noise sampled from $\mathcal{U}(-\delta, \delta)$, and is passed through the encoder $E$. A random vector, $\epsilon$ is sampled from the Standard Normal distribution and the reparameterized vector, $\mu_{\theta_E} + \Sigma_{\theta_E} \odot \epsilon$ is passed on to the MLP. Cross entropy loss is computed at the output of the network, and is maximized over 10 iterations to find the perturbed image. Following this, a 11th iteration is used to perturb the network weights to maximize the training loss in Eq.1 using AWP [32]. During all 11 iterations, the same initial sampled $\epsilon$ value is used in order to ensure that the maximization objective remains consistent throughout. The adversary corresponding to the image $x_i$ is denoted by $\tilde{x}_i$ and is used in the following loss which is minimized during the first step of training:

$$L = \ell_{CE}(C_{\theta}(\tilde{x}_i, \epsilon), y_i) + KL_1 + KL_2 + KL_3 \quad (1)$$

The first loss term corresponds to the cross-entropy loss on adversarial samples, as utilised in PGD adversarial training [20] to obtain robust models. As shown in Algorithm-1 (L-6), $KL_1$ denotes the Kullback-Leibler (KL) divergence between the Gaussian distribution $\mathcal{N}(E(x_i))$ corresponding to the clean sample and the Standard Normal distribution. This term is adapted from the Variational Autoencoder [17] setting, and is crucial to enforce the feature representations to follow a known distribution, which in this case is a Standard Normal distribution. The $KL_2$ term (L-7 in Algo.1) is the KL divergence between the Gaussian distributions corresponding to a pair of adversarial and clean samples. This aids the encoder to learn a smooth function mapping in the $\ell_\infty$ ball of radius $\delta$ around each image, thereby assisting the adversarial training of the network. We use the closed form expression of KL divergence between two Gaussian distributions for the realization of $KL_1$ and $KL_2$. We additionally minimize $KL_3$ (L-8 in Algo.1), which is the KL divergence between the softmax outputs of an adversarial image with and without sampling. This encourages the network to produce consistent predictions across various samples of an adversarial image.

In the second step, the network is trained on clean samples using the following losses:

$$L = \ell_{CE}(C_{\theta}(x_i, \epsilon'), y_i) + KL_1 + KL_4 \quad (2)$$

Here, the first term denotes the cross-entropy loss on clean samples, and the second term, $KL_1$ denotes the objective of enforcing the output of encoder to follow a Standard Normal distribution, as seen earlier. The third term, $KL_4$ (L-13 in Algo.1), is the KL divergence between the softmax predictions of a clean image and a sampled clean image. This loss is crucial to ensure consistency in predictions across various samples of a given clean image, thereby leading to improved non-rejection of clean samples. We present ablation experiments in Table-2 of the Supplementary, to highlight the significance of each of the loss terms.

### 4.3. Rejection Scheme

In addition to the goal of improving adversarial robustness, the proposed method also rejects samples which are hard to classify, thereby leading to a boost in the accuracy of accepted samples. In this section, we discuss details on the rejection scheme proposed to be used during deployment of the classifier. Every test sample would be passed through the Encoder network in order to obtain its corresponding mean and variance vectors. At the output of the encoder, $N$ vectors are sampled from the Gaussian corresponding to these mean and variance vectors, and are further propagated through the MLP network to obtain $N$ softmax vectors.

As discussed in Section 4.1, introduction of stochasticity during training is generally coupled with the use of expected value during test time, in order to obtain regularized
and deterministic outputs. In the absence of an analytical expression for the expectation, a sample mean over all N probability vectors can be used. It is to be noted that, as N approaches infinity, the sample mean would approach the expected value. Thus, higher values of N lead to much better estimates of the network output as shown in Fig.1(a) in the Supplementary, while they add to the test time complexity. We choose N to be 100 for our experiments. Since the N additional forward propagations are done only on the MLP, the test time overhead is insignificant for N = 100. We note that the increase is computational cost is 2% with 100 times sampling when parallelized on Nvidia-2080Ti.

In the proposed rejection scheme, we first find the class predictions for each of the N sampled outputs. Further, we define the class with maximum number of predictions (majority vote class) to be the class predicted by the Smoothed Classifier. We set rejection threshold based on frequency of the predicted class, which serves as a proxy to the confidence of prediction. If the frequency of the predicted class is below a predefined threshold f, the classifier rejects the sample, otherwise it returns the most frequent class as its prediction. We empirically find that the majority vote based rejection scheme leads to better improvements in robust accuracy, when compared to a rejection scheme based on finding sample mean across softmax predictions.

We discuss the important metrics for our proposed classifier along with the method used for selecting threshold in the following section.

4.4. Evaluation Metrics

The commonly used evaluation metrics for adversarially trained classifiers are accuracy on clean (or natural) samples, Acc\textsubscript{nat} and accuracy on adversarial samples, Acc\textsubscript{adv}. For methods which detect adversarial samples, the important metrics include True Positive Rate (TPR) and False Positive Rate (FPR), where the case of rejection is set to be the positive class. While it is important to ensure that all adversaries are detected (TPR), it is also necessary to limit the number of clean samples which are incorrectly predicted as adversarial, and hence rejected (FPR). The proposed classifier combines both adversarial training as well as detection, and therefore requires novel metrics which can better measure the effectiveness of the method.

Selection of threshold for rejection: We select the threshold for rejection such that not more than 10% of the clean samples are correctly classified and rejected [30]. It is to be noted that this metric is independent of the clean accuracy of the classifier, and hence the number of correctly classified clean samples that are allowed to be rejected are the same across all baselines for a given dataset. In practice, a hold-out validation set can be used for finding this threshold. However, in order to strictly ensure a fair comparison between baselines and the proposed method, we use the test set to find the threshold.

Metrics used for evaluation: We explain the terminology and metrics used for our evaluations here. We denote the accuracy on natural samples and adversarial samples in the No Sampling (NS) case by Acc\textsubscript{nat,NS} and Acc\textsubscript{adv,NS} respectively. In the proposed classifier, this metric is calculated by passing the mean vector from the encoder output directly to the MLP, without considering the variance. Acc\textsubscript{nat,0%} and Acc\textsubscript{adv,0%} denote the accuracy without rejection (but with sampling) on natural samples and adversarial samples respectively, while Acc\textsubscript{nat,10%} and Acc\textsubscript{adv,10%} denote the same with the rejection threshold set to 10%. For defining Acc\textsubscript{adv,10%}, we consider the worst case attack for every data sample as recommended by Carlini et al. [5]. The calculation of this metric along with other important metrics is described below.

Worst case robustness evaluation with rejection: For a data sample \( \{x_i, y_i\} \), we denote the predicted label using any given classifier \( C \) by \( C(x_i) \) and the decision of the rejection scheme (detector) by \( D(x_i) \). \( D(x_i) = 1 \) denotes the case where the sample is rejected, while \( D(x_i) = 0 \) means that the sample is accepted by the classifier for prediction.

We denote the set of all perturbations of a data sample \( x_i \), within the threat model defined in Section-3, by \( A(x_i) \).

We define \( S_{FC} \) (FC: Flag Correct) to be the set of all images which are not rejected by any adversary, and are predicted correctly by the classifier as shown below:

\[
S_{FC} = \{ i : D(\tilde{x}_i) = 0, C(\tilde{x}_i) = y_i \ \forall \ \tilde{x}_i \in A(x_i) \} \quad (3)
\]
\( S_{FW} \) (FW: Flag Wrong) is defined as the set of all accepted images, incorrectly predicted for at least one attack:

\[
S_{FW} = \{ i : \exists \tilde{x}_i \in A(x_i) : D(\tilde{x}_i) = 0, C(\tilde{x}_i) \neq y_i \} \quad (4)
\]

\( S_{FC} \) is computed in practice by obtaining the indices of correctly classified accepted samples for each attack, and finding an intersection of all such sets. Similarly, \( S_{FW} \) is computed by finding the indices of incorrectly classified samples which are accepted for each attack, and subsequently finding a union across all such sets.

\[
S_{FC} = \bigcap_i S_{FC, \text{attack}_i}, \quad S_{FW} = \bigcup_i S_{FW, \text{attack}_i} \quad (5)
\]

We define the metrics FC and FW as the percentage of images that belong to the sets \( S_{FC} \) and \( S_{FW} \) respectively as follows, where \( \mathcal{X} \) denotes the test set:

\[
FC = \frac{|S_{FC}|}{|\mathcal{X}|} \cdot 100, \quad FW = \frac{|S_{FW}|}{|\mathcal{X}|} \cdot 100 \quad (6)
\]

We define the worst case robust accuracy on accepted samples to be the fraction of samples which are always accepted and correctly classified, under any possible adversarial attack. This fraction is defined on the set of images which are either always correctly classified, or are incorrectly predicted by at least a single attack.

\[
\text{Acc}_{adv,10\%} = \frac{|S_{FC}|}{|S_{FC}| + |S_{FW}|} \cdot 100 \quad (7)
\]

We define \( R \) to be the set of all images which can be rejected using at least a single attack. \( MPR \) (Maximum Percentage Rejection) is defined as the maximum percentage of samples that can be rejected by the model.

\[
R = \{ i : \exists \tilde{x}_i \in A(x_i) : D(\tilde{x}_i) = 1 \}, \quad MPR = \frac{|R|}{|\mathcal{X}|} \cdot 100 \quad (8)
\]

For adversarial detection methods, \( MPR \) would be equal to 100% in the ideal case, as the goal of such methods is to reject all adversarial samples. This makes them susceptible to adversaries who aim to get all input images rejected.

5. Experiments and Results

We report results on the standard benchmark datasets, CIFAR-10 and CIFAR-100 [18]. We use ResNet-18 architecture [14] for all the experiments. We report all results with an \( \ell_\infty \) constraint of 8/255. We present more details on datasets, training settings and results in the Supplementary.

5.1. Baselines

In this paper, we approach the problem of improving the adversarial robustness of Deep Networks and rejecting low confidence samples in parallel. There is no prior work which we can directly compare our results with. Stutz et al. [30] show that confidence thresholding of state-of-the-art models such as PGD [20] and TRADES [36] give the best results for detection as well, when limited to a well-defined threat model. Therefore, PGD, TRADES and AWP [32] trained models can be used to achieve the combined goal of improving adversarial robustness, and also rejecting low confidence samples. We use these models combined with confidence thresholding as our primary baselines. If the confidence of the predicted class is lower than a predefined threshold, the samples are rejected, otherwise a classification output is predicted. The rejection threshold is set based on the same criteria as that defined in Section 4.4.

In addition to the baselines discussed above, we also consider the baselines PGD (Noise) and TRADES (Noise). These baselines are same as PGD or TRADES during training, however they differ during test time. For every test image, we generate 100 noise images by sampling each pixel from \( U[-32/255, 32/255] \) distribution. Each of these attack images is added to the test image, to generate 100 samples of the test image. These 100 samples are passed through the network to generate 100 softmax vectors. We implement the same rejection scheme that is used in the proposed approach for generating the predictions and for rejecting low confidence samples. For this baseline, reducing noise results in a very low rejection percentage, whereas increasing noise reduces the accuracy on clean samples significantly. We add noise only during inference (and not training) since we empirically find that training such models with Gaussian Noise augmentations results in degraded performance.

We consider the baseline of Randomized Smoothing (RS) [8], where we train the model as described by the authors. We also consider a baseline which combines Randomized Smoothing with the TRADES defense, as proposed by Blum et al. [3], and reject images if the most frequently predicted class is less than a pre-defined threshold value. For the baseline using Parametric Noise Injection (PNI) [15], we utilize the stochasticity of the model to find a threshold corresponding to the criteria of rejecting 10% correctly classified natural images.

We further compare our method with the work by Stutz et al. [30], although they primarily prove robustness to unseen threat models, while in this work, we consider the robustness within a well defined threat model.

5.2. Attacks considered for Evaluation

The evaluations are done to predict the worst case accuracy across an ensemble of attacks. Across all evaluations (unless specified otherwise), we set the rejection threshold such that not more than 10% of the clean samples are correctly classified and rejected. The metrics discussed in Section 4.4 are reported.
Table 1. **White-Box Evaluation**: Performance (%) of models under an ensemble of 6 attacks: PGD, APGD-CE, APGD-DLR [10], PGD-CW [6], GAMA-PGD and GAMA-MT [28]. FC denotes the % of samples which are correctly classified and accepted for all attacks. FW denotes the % of samples which are accepted and incorrectly classified by at least one attack. MPR denotes the max % rejected samples.

<table>
<thead>
<tr>
<th>Method</th>
<th>Thresholding</th>
<th>(\text{Acc}_{\text{conf}, \text{nat}})</th>
<th>(\text{Acc}_{\text{adv}, \text{nat}})</th>
<th>(\text{Acc}_{\text{adv}, \text{nat}}%)</th>
<th>(\text{Acc}_{\text{adv}, \text{adv}})</th>
<th>(\text{Acc}_{\text{adv}, \text{adv}}%)</th>
<th>FC</th>
<th>FW</th>
<th>MPR</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>CIFAR-10</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>PGD-AT [20, 23, 21]</td>
<td>Confidence</td>
<td>83.80</td>
<td>83.80</td>
<td>91.93</td>
<td>49.07</td>
<td>49.07</td>
<td>51.15</td>
<td>43.99</td>
<td>42.00</td>
</tr>
<tr>
<td>TRADES [36]</td>
<td>Confidence</td>
<td>81.77</td>
<td>81.77</td>
<td>90.26</td>
<td>49.43</td>
<td>49.43</td>
<td>51.85</td>
<td><strong>44.13</strong></td>
<td>40.97</td>
</tr>
<tr>
<td>AWP [32]</td>
<td>Confidence</td>
<td>80.58</td>
<td>80.58</td>
<td>89.14</td>
<td>49.80</td>
<td>49.80</td>
<td>53.01</td>
<td>44.06</td>
<td>39.05</td>
</tr>
<tr>
<td>CCAT [30] + FLSS (Ours) (SD=1)</td>
<td>Maj. Vote</td>
<td>80.51</td>
<td>77.68</td>
<td>89.63</td>
<td>50.64</td>
<td>50.64</td>
<td>54.06</td>
<td>43.16</td>
<td>33.69</td>
</tr>
<tr>
<td>FLSS (Ours) (SD=2)</td>
<td>Maj. Vote</td>
<td>80.51</td>
<td>77.68</td>
<td>89.63</td>
<td>50.64</td>
<td>51.00</td>
<td><strong>56.16</strong></td>
<td>43.16</td>
<td>33.69</td>
</tr>
<tr>
<td><strong>CIFAR-100</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>PGD-AT [20, 23, 21]</td>
<td>Confidence</td>
<td>56.13</td>
<td>56.13</td>
<td>74.30</td>
<td>25.40</td>
<td>25.40</td>
<td>26.06</td>
<td>23.30</td>
<td>66.08</td>
</tr>
<tr>
<td>TRADES [36]</td>
<td>Confidence</td>
<td>57.84</td>
<td>57.84</td>
<td>74.09</td>
<td>24.33</td>
<td>24.33</td>
<td>23.84</td>
<td>22.70</td>
<td>72.49</td>
</tr>
<tr>
<td>AWP [32]</td>
<td>Confidence</td>
<td><strong>58.21</strong></td>
<td><strong>58.21</strong></td>
<td>74.31</td>
<td>25.16</td>
<td>25.16</td>
<td>25.07</td>
<td>23.43</td>
<td>70.01</td>
</tr>
<tr>
<td>FLSS (Ours) (SD=1)</td>
<td>Maj. Vote</td>
<td>51.86</td>
<td>51.86</td>
<td>70.86</td>
<td>25.57</td>
<td>25.57</td>
<td>28.79</td>
<td><strong>23.51</strong></td>
<td>58.14</td>
</tr>
<tr>
<td>FLSS (Ours) (SD=2)</td>
<td>Maj. Vote</td>
<td>51.86</td>
<td>47.50</td>
<td><strong>74.35</strong></td>
<td>25.57</td>
<td>25.57</td>
<td><strong>29.95</strong></td>
<td>22.01</td>
<td>51.46</td>
</tr>
</tbody>
</table>

Table-1 in the Supplementary shows results of the proposed approach and baseline models against an ensemble of five attacks: Projected Gradient Descent (PGD) with fixed step size, AutoPGD with Cross-Entropy loss (APGD-CE) and Difference of Logits Ratio Loss (APGD-DLR) [10], Fast Adaptive Boundary Attack (FAB) [9] and Square Attack [1]. The first four comprise of some of the strongest known white-box attacks, while Square attack is a query based black-box attack. We use 100 steps each for PGD, APGD-CE, APGD-DLR and FAB attack, and use 5000 queries for the Square attack. We observe that the proposed method achieves significantly better adversarial performance across different metrics. Based on these results, we select the following strong baselines for evaluations in the main paper: PGD, TRADES and AWP with confidence thresholding, and CCAT.

For our main evaluations in Table-1, we use the following ensemble of 100-step attacks, which were able to reliably estimate the worst-case performance of networks before and after rejection, at a reasonable computational budget: PGD [20], APGD-CE, APGD-DLR [10], PGD with CW loss [6], GAMA-PGD and GAMA-MT [28]. While AutoAttack [10] is strong enough to estimate robustness before rejection, we find that Maximum-Margin based attacks such as PGD with CW loss, GAMA-PGD and GAMA-MT are significantly better at estimating the true robustness after rejection, possibly because rejection implicitly relies on the confidence-margin of predictions.

### 5.3. Results

Test-time prediction using the proposed method (FLSS) involves sampling 100 times from the latent space, after which the majority vote class is predicted. We use a Standard Normal distribution \(\mathcal{N}(0, I)\) for sampling during training, the use of different scaling factors for standard deviation at test time can result in different robustness-accuracy trade-offs. For example, as shown in the CIFAR-10 results in Table-1, we achieve 2.1% higher robust accuracy after rejection (\(\text{Acc}_{\text{adv}, \text{adv}}\%\)) using standard deviation scaling of 2 \((SD = 2)\), when compared to 1. While the clean accuracy without rejection (\(\text{Acc}_{\text{nat}, \text{nat}}\%\)) for \(SD = 2\) is 2.83% lower than the case with \(SD = 1\), we achieve higher natural accuracy after rejection (\(\text{Acc}_{\text{nat}, \text{adv}}\%\)) at \(SD = 2\), which is the main metric to consider. Therefore, we achieve better clean accuracy (\(\text{Acc}_{\text{nat}, \text{adv}}\%\)) and adversarial robustness (\(\text{Acc}_{\text{adv}, \text{adv}}\%\)) after rejection using \(SD = 2\). We empirically find that increasing the scaling factor does not improve performance further. Hence, we consider \(SD = 2\) as our primary approach across all datasets.

Overall, the important evaluation metrics to consider are natural accuracy (\(\text{Acc}_{\text{nat}, \text{adv}}\%\)) and robust accuracy (\(\text{Acc}_{\text{adv}, \text{adv}}\%\)) after rejection. We note that the proposed method FLSS (\(SD = 2\)) achieves a significantly higher robust accuracy after rejection (\(\text{Acc}_{\text{adv}, \text{adv}}\%\)) compared to the baselines across both datasets, at a comparable value of clean accuracy after rejection (\(\text{Acc}_{\text{nat}, \text{adv}}\%\)). While the clean accuracy of CCAT [30] is exceptionally high (97.52%), the results of CCAT cannot be directly compared with ours, as CCAT is an algorithm for detection of adversaries. We discuss CCAT in detail in Section-5.4.

For CIFAR-10, we obtain an improvement of 3.15% on the \(\text{Acc}_{\text{adv}, \text{adv}}\%\) metric over the strongest baseline (AWP [32]). For CIFAR-100 we achieve an improvement of 3.89% over PGD-AT [20, 21, 23], which is the strongest baseline. We also obtain the best Clean Accuracy after rejection (\(\text{Acc}_{\text{nat}, \text{adv}}\%\)) when compared to all baselines on CIFAR-100.

### 5.4. Combining FLSS with CCAT

As discussed in Section-1, although CCAT [30] achieves remarkably high detection accuracy while limiting the rejection percentage on correctly classified clean samples to
1%, it is overly sensitive to adversarial examples and random perturbations at low magnitudes. In some cases it achieves a very high rejection rate on easy samples, and in others it causes high misclassification on accepted samples. While the proposed approach (FLSS) achieves a significantly higher accuracy on adversarial samples after rejection ($\text{Acc}_{adv,10\%}$), we limit the rejection percentage of correctly classified clean images to 10%, which is much higher than that considered in CCAT (1%). Although Table 1 reports CCAT results with a threshold of 10%, the authors achieve the claimed results with a threshold of 1%.

We propose to achieve the merits of CCAT and FLSS (Ours) by using a combination of both models during test-time. The test samples would first be evaluated using CCAT to obtain a decision of Accept or Reject. Samples accepted by CCAT would be evaluated using FLSS without sampling in latent space, while samples rejected by CCAT would be evaluated using FLSS with a threshold corresponding to the 10% rejection criteria. Therefore, samples accepted by CCAT cannot be rejected by FLSS, ensuring that clean and correctly classified samples have a rejection threshold of 1% similar to CCAT. Adversarial examples which are rejected by CCAT would have a higher accuracy, since they are predicted or rejected using FLSS which is adversarially trained. Images corrupted with low magnitude random noise, which are rejected by CCAT would be accurately predicted by FLSS, thereby improving the sensitivity of the overall system against random noise.

The plots in Fig.2 of the Supplementary show results against the adaptive attack considered by Stutz et al. [30], which is a variant of maximum-margin loss coupled with momentum and backtracking. Against CCAT, this attack causes a high FW (accepted and incorrectly predicted images) in the range of $\delta \in [2/255, 5/255]$, despite having a very high Rejection rate (R). In fact, rejection causes Robust Accuracy in CCAT to reduce, indicating that misclassified samples are not being rejected. Such low magnitude adversarial examples can be reliably predicted using FLSS, since it is adversarially trained. This results in a significant reduction in Rejection rate and boost in $\text{Acc}_{adv,10\%}$ when CCAT is combined with FLSS.

The results of the combined method (CCAT + FLSS) are presented for CIFAR-10 dataset in Table-1. The clean accuracy corresponds to the No-Sampling case, while the adversarial accuracy is similar to FLSS ($SD = 2$). The pre-trained model available on the CCAT GitHub repository has been used for CIFAR-10. We do not report CCAT results on CIFAR-100 since the pre-trained model is not available. Therefore, the method that combines FLSS with CCAT achieves the merits of both. We achieve the results similar to FLSS at a threshold corresponding to 1% rejection of clean samples which are correctly predicted.

5.5. Evaluation against EOT attack

Since the proposed method utilizes randomization during inference, we evaluate its performance against Expectation over Transformation (EOT) attacks [2] (Table-4 in the Supplementary). We forward propagate each input image $k$ times and use the average gradient direction to find the adversary. This is needed only for defenses which include randomization, and hence is not required for the baselines. We find that EOT attack is not stronger than the standard PGD attack, indicating that the gradients in the standard attacks are reliable to produce sufficiently strong attacks.

5.6. Checks to ensure absence of Gradient Masking

We evaluate the model against stronger multi-step attacks and attacks with multiple random restarts and observe that the model trained using the proposed approach is stable to attacks with 1000 steps and 10 random restarts (Tables-7 and 8 in the Supplementary). Further, as suggested by Athalye et al. [2], we perform the standard sanity checks and find that the proposed approach does not show gradient masking. We show evaluations of our model against the gradient-free attack, Square, in Tables-5 and 6 of the Supplementary. We note that gradient based attacks are stronger, thereby confirming the absence of gradient masking. We also evaluate our model against transfer-based black-box attacks (Tables-5 and 6 in the Supplementary) and note that they are significantly weaker than the other white-box attacks.

6. Conclusions

In this work, we seek to combine the desirable characteristics of adversarial training methods with detection techniques, while overcoming the deficiencies of both approaches. We propose adversarial training with Feature Level Stochastic Smoothing, wherein we utilise random smoothing of latent space features to obtain effectively smoother decision boundaries. Further, by enforcing the latent space to follow a fixed probability distribution during the training regime, we generate multiple predictions during inference, and subsequently assign a confidence score to each input sample based on consistency of predictions. By rejecting low confidence adversaries, we obtain a significant boost in performance on accepted samples over a wide range of attacks. Further, we demonstrate that by combining a popular adversarial detection method CCAT with the proposed approach, we achieve the merits of both methods.
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