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Abstract

We propose a technique to generate “visual explana-

tions” for interpretability of volumetric-based 3D object

detection networks. Specifically, we use the average pool-

ing of weights to produce a Sparse Activation Map (SAM)

which highlights the important regions of the 3D point cloud

data. The SAMs is applicable to any volumetric-based mod-

els (model agnostic) to provide intuitive intermediate results

at different layers to understand the complex network struc-

tures. The SAMs at the 3D feature map layer and the 2D

feature map layer help to understand the effectiveness of

neurons to capture the object information. The SAMs at

the classification layer for each object class helps to under-

stand the true positives and false positives of each network.

The experimental results on the KITTI dataset demonstrate

the visual observations of the SAM match the detection re-

sults of three volumetric-based models.

1. Introduction

3D object detection has become an important research

topic since LiDAR techniques have been widely used in

a variety of applications ranging from autonomous driv-

ing to robotic vision to capture 3D point cloud data. Re-

cently, Deep Neural Network (DNN) based methods have

been used to achieve superior performance on 3D object

detection. Due to the black-box nature of DNNs, active

research has been exploring the explainability of DNNs

to provide intuitive intermediate results to understand the

complexity of network structures. This understanding will

help researchers identify the strength and weakness of DNN

structures and therefore come up with a viable solution to

improve DNN structures to achieve better object detection.

Furthermore, it will also help researchers to build trustwor-

thy DNNs for object detection.

A few representative works to study the explainability of

DNNs is briefly reviewed here. Zintgraf et al. [23] present

a prediction difference analysis method to explain 2D im-

age classification decisions made by DNNs. Kim et al. [4]

introduce Concept Activation Vectors (CAVs) to provide an

interpretation of a DNN’s internal state in terms of human-

friendly concepts. Mahendran and Vedaldi [6] conduct an

inverting representation technique to analyze the visual in-

formation contained in DNN representations. However, all

these methods focus on providing interpretability of 2D ob-

ject detection networks.

To the best of our knowledge, there is no prior work

that handles the explanation of 3D object detection. In this

paper, we propose an effective interpretability method to

explain DNN-based 3D objection detection models so the

efficacy of the DNNs in detecting any objects can be di-

rectly visualized at any intermediate layers. Specifically,

we build the interpretability method on top of volumetric-

based models to study the strength and weakness of any lay-

ers of its associated DNNs since volumetric-based models

are more computational efficient to detect 3D objects than

point-based models. To this end, we first customize the de-

sign of average pooling to generate one average value for

each kernel (i.e., weights of convolutional layers) to main-

tain the sparsity pattern of the point cloud. We then employ

a weighted linear combination on feature maps to gener-

ate a Sparse Activation Map (SAM). This SAM is capa-

ble of explaining the effect of any intermediate layers of

DNNs in volumetric models. For example, the SAM can

be used at the last classification convolution layer to visual-

ize the important features corresponding to each class (e.g.,

cars, pedestrians, and cyclists). It can also be easily de-

ployed at any intermediate convolution layers to visualize

the weighted feature map. Therefore, the proposed inter-

pretability method can serve as a diagnostic tool for 3D ob-

ject detection models, which provides insights on interme-

diate layers. It can also be used to qualitatively compare the

performance of different models in addition to the evalua-



tion metric. Figure 1 presents an overview of volumetric-

based DNN models for 3D object detection and demon-

strates a SAM at the last classification convolution layer.

Our contributions are four-fold.

1. Introducing SAMs to provide visual explanations for

3D object detection networks on trained DNNs without

a need for architecture change or re-training.

2. Proposing the customized average pooling of convolu-

tional layer weights to maintain the sparsity pattern of

point clouds.

3. Providing insights of not only the last classification

layer but also middle network layers, i.e., 3D and 2D

convolutional layers, to gain understanding of DNN

structures and therefore increase the confidence of de-

ploying the strong DNN in 3D object detection.

4. Applying SAMs to compare the effectiveness of dif-

ferent volumetric-based 3D object detection models

via intuitive visualizations at different layers and pro-

vide insights regarding the effectiveness of the neurons

and the true positives and false positives which directly

correlate with the 3D object detection performance.

2. Related Work

In this section, we first present two categories of DNN-

based 3D object detection. We then introduce three kinds

of interpretability of DNNs and the interpretability of the

instance-wise explanation method on a few representative

3D DNNs.

2.1. DNN­based 3D Object Detection Models

DNN-based 3D object detection models can be divided

into two categories including volumetric-based and point-

based models [13]. Volumetric-based models generally

transform the irregular point clouds to regular representa-

tions such as voxels by 3D or 2D Convolutional Neural

Network (CNN) to learn point features for 3D detection.

Point-based models directly extract discriminative features

from raw point clouds for 3D detection. Volumetric-based

models are more computational effective than point-based

models.

Here, we briefly review several influential works in

volumetric-based 3D object detection since our proposed

interpretability method handles the 3D object detection

in this category. VoxelNet [22] is a pioneer work in

volumetric-based 3D object detection. To improve the de-

tection accuracy of LiDAR datasets, it divides a raw point

cloud into equal 3D voxels and applies the voxel feature

encoding layer to transform a group of points within each

voxel to a feature representation. SECOND [20] improves

VoxelNet by employing an improved sparse convolution

method to increase both training and inference speed and

significantly reduce the detection time. It also introduces a

new form of angle loss regression and a new data augmen-

tation approach. The former is to improve the orientation

estimation performance and the latter is to enhance the con-

vergence speed and performance. Part-A2 [14] further im-

proves SECOND by considering a part-aware stage to uti-

lize free-of-charge part supervisions and a part-aggregation

stage to explore the spatial relationship of the pooled intra-

object part locations. PVRCNN [13] deeply integrates both

3D voxel CNN and PointNet-based set abstraction for accu-

rate 3D object detection from point clouds. All these meth-

ods mainly focus on improving 3D object detection accu-

racy, but systematic interpretations of their proposed mod-

els are not provided.

2.2. Interpretability for DNNs

Huang and Kroening [3] divide DNN interpretability

methods into three major categories: instance-wise expla-

nation [6, 16, 21, 11], model explanation [5, 9, 19, 7], and

information-flow explanation [17, 15, 1, 10].

Instance-wise explanation aims to understand the repre-

sentation learned by DNNs through visualization over an-

other form generated from the current input. Three common

forms are synthesized input (optimizing over a hidden neu-

ral or an approximation inverse of an image representation),

a ranking of a set of features computed by different meth-

ods (e.g., Local Interpretable Model-agnostic Explanations

(LIME), integrated gradients, Layer-wise Relevance Propa-

gation (LRP)), and saliency maps. Model explanation aims

to use a simpler model or a set of simpler models to ap-

proximate neural network. Representative simpler models

include rule extraction, decision tree extraction, linear clas-

sifiers, and automata extraction. Information-flow explana-

tion aims to use information theoretical methods to explain

the training procedure. Commonly used methods include

information bottleneck method, information plane method,

and stochastic DNN-based method.

Here, we briefly review a few representative work to em-

ploy an instance-wise explanation technique on 3D DNN-

based models since they are closely related to our proposed

work. Wang et al. [18] propose to convert images with

depth maps to pseudo-LiDAR as the input to a volumetric-

based DNN model to detect 3D objects. Hu et al. [2] pro-

pose to add a grid visibility map as an additional input to a

volumetric-based DNN model to provide more information

for accurately detecting 3D objects. For indoor 3D object

classification, Qi et al. [8] use a point-based DNN model to

convert the high-density grid cells back to 3D point clouds

to visualize the first-level kernel features, which show the

structures of planes, double planes, lines, corners and so

on. Shen et al. [12] use a point-based DNN model to

correlate various kernels with original features to represent



Figure 1. Overview of volumetric-based DNN models for 3D object detection and demonstration of Sparse Activation Map (SAM) at

the last classification convolution layer overlaid on top of the point cloud: Given a 3D point cloud containing any object (e.g., cars,

pedestrians, and cyclists) as input, we forward propagate the image through the volumetric-based networks to obtain the global feature

maps and classification convolutional layer weights. The weights are then averaged to obtain the average weight vector, which is linearly

combined with the global feature maps to generate the SAM (blue heatmap overlaid on the projected 2D point image). In SAM, red

represents high activation (high possibility to contain an object) and blue represents low activation (low probability to contain an object).

Each black rectangle contains a ground truth. One blow-up ground truth is shown in an enlarged rectangle connected by two dashed lines

to its corresponding ground-truth bounding box in the projected 2D point image.

various structures in terms of plane, edge, corner, concave

and convex surfaces for 3D object classification. In gen-

eral, instance-wise explanation techniques on volumetric-

based DNNs increase the interpretability of the input data.

Instance-wise explanation techniques on point-based DNNs

consider the representation in first several layers containing

some low-level features corresponding to characteristics of

the raw point clouds. However, they neglect to consider last

several feature layers that contain more high-level semantic

information. As a result, their interpretability is limited.

3. The Proposed Method

We propose an instance-wise explanation technique on

any volumetric-based DNNs to visualize activations of mid-

dle and last layers of DNNs to understand the efficacy of

3D object detection. To the best of our knowledge, our

proposed interpretability model is the first work to visu-

alize the middle layers and the last layer of volumetric-

based 3D object detection DNNs. To this end, we aim

to explain three state-of-the-art volumetric-based models,

namely, SECOND, Part-A2, and PVRCNN, via visual in-

terpretability of both middle layers and the last layer. This

technique can be easily used to explain activations in any

layer of a deep network. A number of previous research

asserts that deeper representations of CNN capture higher-

level visual constructs for easy understanding of the seman-

tic information [33]. As a result, we choose the deeper fea-

ture maps at both 3D level and 2D level to visualize the ac-

tivation (likelihood of the objects). Specifically, we explain

activations at two intermediate convolution layers, namely,

the second to the last layer of 2D convolution block and the

last layer of the 3D convolution block, to respectively visu-

alize the weighted feature map corresponding to the impor-

tant features of 2D and 3D objects. We also explain activa-

tions at the classification convolution layer to visualize the

important features corresponding to each class (e.g., cars,

pedestrians, and cyclists).

3.1. Overview of Sparse Activation Maps

Volumetric-based models apply several layers of 3D con-

volutional operations on the voxel data to extract 3D fea-

ture maps. We present a Sparse Activation Map (SAM)

of 3D features to demonstrate the important features cor-

responding to 3D objects. The 3D feature maps are warped

into Bird Eye View (BEV) and then passed to several layers

of 2D convolutional operations to extract 2D feature maps.

We present a SAM of 2D features generated from the sec-

ond to the last 2D convolution operation to demonstrate the

important features corresponding to height compressed 2D

objects. Based on 2D feature maps from the last 2D con-

volution operation, most volumetric-based models use con-

volution layers instead of fully connected layers to generate

bounding box proposals and calculate classification scores

for each proposal. We present a classification SAM of 2D

feature maps generated from the last 2D convolution opera-

tion to demonstrate likelihood of each object class. Figure 1

illustrates the SAM at the classification convolution layer to



demonstrate the weighted features learned by volumetric-

based models, where red represents high activation (high

likelihood to contain an object class) and blue represents

low activation (low likelihood to contain an object class).

To generate each of the three aforementioned SAMs, aver-

age pooling is performed on the weights of convolutional

layers (i.e., kernel) to generate one average value for each

kernel. This pooling prevents the loss of data sparsity. A

weighted linear combination is then applied on feature maps

to generate the corresponding activation map.

3.2. Classification Sparse Activation Map

In volumetric-based models, final classification scores

are computed by applying sigmoid operations on the pre-

diction scores, which are computed from the classification

convolution operation. In the proposed instance-wise expla-

nation method, we use the global feature maps A generated

from the 2D convolution and the convolution kernels w to

generate a classification SAM, which keeps the data spar-

sity characteristics of point cloud. Similar operation can be

applied to other intermediate convolution layers to generate

their corresponding SAMs. In the following, we explain the

detailed steps to generate the classification SAM.

Let Am represent feature maps of channel m generated

from the last convolutional layer of 2D convolution, wc
m

represent the convolutional kernel that connects the m-th

channel and the c-th class, and wc
m(i, j) represent the con-

volutional kernel weights (coefficients) at location (i, j).
The prediction score of the c-th class is computed by:

Sc
pred =

∑

m

wc
m ⋆ Am

where ⋆ is the conventional convolution operation.

We observe this conventional convolution operation can-

not work well when the input data are sparse. Figure 2 il-

lustrates this shortcoming in the context of the sparse point

clouds, where a data point does not have any neighbors (re-

fer to the example in the second column of the top row)

or a data point has few neighbors (refer to the example in

the second column of the bottom row). The third column

shows that the filtered result obtained from the conventional

convolution operation exhibits a blurring and ringing effect

around the sparse data point, which does not preserve the

characteristics of the point cloud.

To maintain the same data sparsity pattern, we propose a

customized average pooling to reduce the kernel to a value

(e.g., average of the kernel coefficients). This value is mul-

tiplied with the feature map to generate the weighted fea-

ture map. A linear combination is then applied to combine

all channels of the weighted feature map to yield a SAM.

These operations to obtain a classification SAM Mapc for

Figure 2. Comparison of filtering results obtained from the con-

ventional convolution operation and the customized average pool-

ing operation. First column: Convolution kernel with nine co-

efficients; Second column: Sparse input features; Third column:

Conventional convolution results; Fourth column: Customized av-

erage pooling results.

the c-th class can be written as follows:

Mapc(x, y) =
1

M

∑

m

[Am(x, y) ·
1

N

∑

i,j

wc
m(i, j)]

where M is the total number of channels of feature maps,

N is the total number of pixels in the kernel, and · is a scalar

multiplication. Finally, we align the classification SAM

with the original 3D point cloud data by upsampling it to

the size of the BEV of the point cloud, which is transformed

by compressing the height of raw point cloud.

Figure 2 also presents the filtering results obtained by

performing the customized average pooling operation on

the sparse input features. It clearly shows that both input

features (second column) and SAM (fourth column) gener-

ated from the customized average pooling share the same

sparsity pattern. We can conclude that the customized av-

erage pooling not only preserves the same sparsity pattern

possessed in the original point cloud but also incorporates

the kenel weight information in the SAM. Similarly, we can

generate a SAM for any intermediate layers of DNNs to vi-

sualize important features. We aim to generate SAM for

3D feature maps and 2D feature maps, which have been

shown to contain high-level semantic information, to visu-

alize the semantic information corresponding to each object

class and understand the effect of different neurons to cap-

ture important features of different objects.

4. Experiments

We choose three state-of-the-art volumetric-based mod-

els to illustrate the visualization results at three layers,

namely, the 3D Convolution layer, the 2D Convolution

layer, and the final classification layer. Specifically, we

choose SECOND[22], Part-A2[29], and PVRCNN[23] to

illustrate their visualization results due to their superior per-

formance in 3D object detection shown in Table 1 and the

use of the same backbone as their network architecture. All



three models use different anchors (sliding windows of dif-

ferent sizes and orientations) to locate 3D objects of dif-

ferent sizes at different directions. These visualization re-

sults can effectively compare the subtle differences resulted

from different anchors and the additional features and dis-

tinct loss functions incorporated into each model.

In subsection 4.1, we first present the car’s Classifica-

tion SAM of the three volumetric-based models to visually

compare their performance in capturing car’s semantic in-

formation by considering multiple anchors and individual

anchors. We then present the Classification SAM of the

three models for three objects (cars, pedestrians, and cy-

clists) to visually compare their performance in capturing

the semantic information of three objects by considering

multiple anchors. In subsection 4.2, we present the car’s

SAM of the best volumetric-based model, PVRCNN, gener-

ated from 3D feature maps and 2D feature maps to compare

the effect of different neurons and provide more insights on

their efficacy to capture cars’ important features.

4.1. Visualizing the Classification SAM of 3D Point
Clouds

The top row in Figure 3 shows the visualization of an

object class (e.g., a car) in the final SAM generated from

the last classification convolution layer of three volumetric-

based models by combining six anchors with different ori-

entations. It clearly shows that all three models generate a

Classification SAM containing six high activations (highest

likelihood to contain a car) shown in red within six ground-

truth bounding boxes of cars. The highest activities also

occur at the center of the ground-truth bounding box. How-

ever, all three models also show some moderate activations

(moderate likelihood to contain a car) along road areas. For

instance, there is one wrong high likelihood detection re-

sult as shown in red perpendicular to the road direction for

all three models. There are three wrong moderate likeli-

hood detection results as shown in light blue along the road

direction for all three models. Part-A2 has one more wrong

detection result with low activations shown in dark blue that

has around 45 degree intersection with the road direction.

The comparison of these visualization results shows that

the high activation areas identified in Classification SAM

perfectly match with the correct car detection results for all

three models. However, moderate activation areas identified

in Classification SAM may correspond to the false positive

detection. The more moderate activation areas, the lower

the detection accuracy. As a result, we can use the Classi-

fication SAM to quickly understand which model tends to

achieve better detection results in terms of true positives and

false positives based on the activation areas.

In addition, Figure 3 also shows the visualization of cars

in the SAM at the last classification convolution layer for

two anchors of a similar size as the car and different orienta-

car pedestrian cyclist

SECOND 78.62 52.98 67.15

Part-A2 79.40 60.05 69.90

PVRCCN 83.61 57.90 70.47
Table 1. Performance comparison of 3D object detection results

of three models on the moderate level of KITTI validation data set

containing cars, pedestrians, and cyclists. Mean Average Precision

(mAP) is calculated by 11 recall positions.

tions. The middle row illustrates the Classification SAM of

three models for a proper anchor with a similar size and di-

rection as the size and direction of the car. It clearly shows

that all three models generate a Classification SAM con-

taining high activation shown in red within the ground-truth

bounding box of the car. However, SECOND also shows a

lot of wrong moderate activities as shown in light blue along

the road and outside the point clouds. Part-A2 shows a few

wrong moderate activities as shown in light blue along the

road and few wrong moderate activities outside the point

clouds. The bottom row in Figure 3 illustrates the Classi-

fication SAM of three methods for another anchor with a

similar size of the car and a different direction. It clearly

shows that SECOND generates a Classification SAM con-

taining a lot of wrong high activations shown in red outside

the ground-truth bounding box of the car. Part-A2 generates

some wrong high activities outside the ground-truth bound-

ing box of the car. PVRCNN generates a small wrong mod-

erate activity shown in light blue outside the ground-truth

bounding box of the car.

For both scenarios of different anchors, SECOND tends

to have the highest false positives, Part-A2 tends to have

moderate false positives, and PVRCNN tends to have no

false positives for this point cloud data. This visualiza-

tion provides more explanation about the semantics of the

3D objects in the classification convolution layer. In other

words, SECOND seems to provide a lot of false positives

due to a lot of high activities areas in the Classification

SAM. PVRCNN seems to provide the least amount of false

positives due to high activities areas at the location of the

car. This observation matches with the car detection results

reported in Table 1, where PVRCNN achieves the highest

detection precision of 83.61% and SECOND achieves the

lowest detection precision of 78.62%. It is interesting to

observe that the wrong detection result for Part-A2, that has

around 45 degree intersection with the road direction, does

not bring up moderate activations in Classification SAM for

the two anchors. We think that there may be some issues in

Part-A2 when combining the detection results from multiple

anchors.

Figure 4 shows the visualization of three object classes

(car, pedestrian, and cyclist) in the final SAM at the last

classification convolution layer of three volumetric-based

models. The ground truth includes three cars in the hori-



Figure 3. Illustration of the car’s final Classification SAM of three state-of-the-art models (top row) and the car’s Classification SAM

obtained from two kinds of anchors overlaid on top of the point cloud (middle row: an anchor of approximately same size and same

orientation of the car; bottom row: an anchor of approximately same size and different orientation of the car). The ground-truth bounding

boxes are shown in green and the detection bounding boxes are shown in red.

zontal direction along the road, one pedestrian in the lower

section of the point cloud data, and one cyclist in the upper

left section of the point cloud data with an orientation of

around 135 degree. The visualization results for three kinds

of 3D objects show that all three models have high activa-

tion areas, which correctly correspond to the 3D objects in

the point cloud data. However, there are moderate activation

areas in Classification SAM for all three models, which do

not correspond to the objects and may lead to false positive

detection results. For example, for the car point cloud data,

SECOND and Part-A2 tend to have high false positives due

to many moderate activation areas shown in Classification

SAM along the road and outside point clouds. PVRCNN

tends to have the lowest false positives due to three wrong

moderate non-horizontal activation areas shown in Classifi-

cation SAM along the road. For the pedestrian point cloud

data, SECOND tends to have high false positives since it

has many high activity areas shown in Classification SAM

along the road and outside point clouds. Part-A2 tends to

have the lowest false positives since it has two high activ-

ity areas in Classification SAM. For the cyclist point cloud

data, SECOND has the highest false positives and PVR-

CNN has no false positives. All these observations based

on the activation areas in the Classification SAM are in align

with the detection performance reported in Table 1.

To further demonstrate the details of Classification SAM,

we show the blow-up results of SECOND, Part-A2, and

PVRCNN within the ground-truth bounding box of car,

pedestrian, and cyclist in Figure 5. It is clear that all three

models present high activation shown in red near the cen-

ter of each ground-truth bounding box. So we can com-

pare high activation areas in Classification SAM for differ-

ent models to estimate their effectiveness to represent each

object and their level of false positives.

4.2. Visualizing the SAM of PVRCNN at Interme­
diate Layers

In the following, we will only present the SAM of PVR-

CNN to illustrate its effectiveness from another perspective

since it outperforms both SECOND and Part-A2 to detect

3D objects. Figure 6 presents the 2D scatter image con-

taining six car ground-truth bounding boxes and the SAM

of the 3D feature map generated from the last layer of 3D

convolution operations of PVRCNN. This 2D scatter im-

age is projected from the original 3D point cloud along the

vertical axis (z-value). In this example, we display five sec-

tions of the 3D feature map based on its depth. Each sec-

tion contains individual parts of the whole point cloud. For

example, the first section does not seem to contain any in-

formation since the SAM does not contain any noticeable

activities. The second section mostly contains road infor-

mation with little activities in four ground-truth bounding

boxes, which indicates that some objects may be captured

in this section. The third section mostly contains car infor-

mation since there are significant activities within each of

six ground-truth bounding boxes, which indicates that cars



Figure 4. Illustration of the Classification SAM of three state-of-the-art models for three objects (Top row: car; middle row: pedestrian;

bottom row: cyclist) overlaid on top of the point cloud. The ground-truth bounding boxes are shown in green and the detection bounding

boxes are shown in red.

Figure 5. Illustration of the details of Classification SAM for three

state-of-the-art models within ground-truth bounding boxes for

three objects (Top row: car; middle row: pedestrian; bottom row:

cyclist). The ground-truth bounding boxes are shown in green and

the detection bounding boxes are shown in red.

are captured in this section. Little activities in SAM are cap-

tured in the fourth and fifth sections. These visualization

results show that SAM of the third section is more prone

to capture cars at their precise locations. In other words,

the third section is more effective than other sections for car

classification.

Figure 7 presents the SAM of the 2D feature map gener-

ated from the second to the last layer of 2D convolution op-

erations of PVRCNN. In this example, we randomly choose

two 2D feature maps to show each map provides different

activities in its SAM. For example, there are strong activi-

ties around the car shown in the SAM on the left and there

are strong activities around the road regions and car shown

Figure 6. Illustration of the SAM of the 3D feature maps of PVR-

CNN overlaid on top of the point cloud (a) original 2D scatter

image with six cars and their ground truth locations; SAM over-

laid on top of each layer of the 3D feature maps: (b) first layer, (c)

second layer, (d) third layer, (e) fourth layer, and (f) fifth layer

in the SAM on the right. It shows that different SAMs are

able to show the effect of different neurons to capture dif-

ferent objects. This will provide some insights regarding to

the effectiveness of each neuron so a more powerful DNN

can be constructed by eliminating non-effective neurons.



Figure 7. Illustration of SAM of two 2D feature maps of PVRCNN

overlaid on top of the point cloud (left) capturing car informa-

tion (right) capturing road and car information. The ground-truth

bounding boxes are shown in black

5. Conclusions

In this work, we propose an instance-wise explanation

technique on any volumetric-based DNNs to generate a

Sparse Activation Map (SAM) to visually explain the 3D

object detection models without a need for architecture

change or re-training. The SAM has the ability to high-

light the important regions of the 3D point cloud data and

simultaneously maintain the sparsity of point clouds ow-

ing to the proposed customized average pooling of convolu-

tional layer weights. The SAM is also applicable to compar-

ing any volumetric-based networks via intuitive intermedi-

ate visualizations at different layers and insights of neuron

effectiveness. Specifically, the SAM helps to gain under-

standing of the complex DNN structures at the 3D and 2D

convolutional layers. It helps to understand the true pos-

itives and false positives for the detection results of each

object class, which directly correlate with the model per-

formance, at the classification layer. Our SAMs on KITTI

dataset demonstrate the visual explanations match detec-

tion results of three state-of-the-art volumetric-based mod-

els. For wider applications, the SAM can easily be gen-

eralized to any sparse 3D object detection or classification

tasks. The classification SAMs maintain the data sparsity

pattern and incorporate the kernel weights to understand the

high-level semantic of each object. As a result, they can aid

researchers in understanding the DNN’s network structures

and efficiency in capturing important features of the objects

and increase researchers’ confidence in deploying DNNs in

3D object detection.
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