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Abstract

Classification of seat occupancy in in-vehicle interior remains a significant challenge and is a promising area in the functionality of new generation cars. As majority of accidents are related to the driver errors the consequences of not wearing, or improperly wearing, a seat belt are clear. The NHTSA reports that 47% of the 22,215 passenger vehicle occupants killed in 2019 were not wearing seat belts. To address this problem we propose a deep learning based framework to classify seat occupancy into seven most important categories. In this study, we present an interpretable and explainable AI approach that takes advantage of pre-trained networks including ResNet152V2, DenseNet121 and the most recent EfficientNetB0-B5-B7 to calculate the feature vectors followed by an adjusted densely-connected classifier. Our model provides an interpretation of its results through the identification of object parts without direct supervision and their contribution towards classification. We explore and propose two new statistical metrics including $HGD_{score}$ and $HGDA_{score}$ which are based on the multivariate Gaussian distribution for assessing heatmaps without using human-annotated object parts to quantify the interpretability of our network. We demonstrate that the calculated statistical metrics lead to an interpretable model that correlates with the framework accuracy and can flexibly analyze heatmaps at any resolution for different user needs. Furthermore, extensive experiments have been performed on the SVIRO database [7] including 7,500 sceneries for BMW X5 model which confirm the ability of the developed framework based on the EfficientNetB5 architecture to classify seat occupancy into seven main categories with 79.87% overall accuracy as well as 95.92% recall and 90.32% specificity for empty seats recognition, which is a state-of-the-art result in this domain.

1. Introduction

In-cabin (or vehicle interior) sensing can be considered as a novel and promising approach to enhance the functionality of new generation cars. It is already proved to be useful in driver state monitoring and occupant detection systems and its application is gradually spreading from luxury marques to mass-produced models. In the near future, fusion of exterior and interior sensing can provide additional features necessary to achieve higher levels of autonomy. As a reminder, the Society of Automotive Engineers (SAE) distinguishes six level of autonomy [28], from 0, which means no automation to full automation at level 5. It should be noted that most of the currently produced models are at level 2 in this scale.

The perceptual system for the vehicle interior analyzes raw data provided by a sensor to detect and classify seat occupancy states, adults, children, animals, other objects such as belts or infant seat, driver’s state and behavior. The information about the seat occupancy, for example, how many people are in the vehicle and at which seat positions they are located, can be used to remind the driver of passengers in the back seat when the driver is still in the vehicle. In particular this is important in case of children remaining in the vehicle as there are many cases when children died from heatstroke after being left in the vehicle. The child presence detection is one of the feature on the road map of the Euro NCAP standard. The detection of seat occupancy when connected with belt recognition can significantly enhance the safety of the vehicle’s occupants. As majority of accidents are related to the driver errors the consequences of not wearing, or improperly wearing, a seat belt are clear. The NHTSA reports that 47% of the 22,215 passenger vehicle occupants killed in 2019 were not wearing seat belts [1]. In addition, information about what seats are occupied by passengers can be combined with an automatic emergency call system in case of accident situations. The perceptual system is exposed to many types of uncertainties caused by
environmental conditions (mainly lighting conditions) and characteristics of sensors. Moreover, the environment being monitored by the sensors contains actually infinite number of possible scenarios. So the design of efficient algorithms for detection and classification with high accuracy and precision in such working environment can be considered as a really challenging and difficult task which is not solved completely yet. Furthermore, as deep networks are increasingly used in the autonomous driving domain to automate data analysis, detection and classification, their decision-making process remains largely unclear and is difficult to explain to the end user. An interpretable and explainable approach can provide answers to many questions, which are crucial in autonomous driving and provide extra solutions.

In this paper, we address this problem by providing statistical metrics to explain and assess the deep model’s decision. Specifically, we are interested in explaining classification decisions based on the heatmaps generated by the Grad-CAM algorithm that shows how important each image pixel is for the network’s prediction [29]. We are proposing statistical metrics without using human-annotated object parts to quantify the interpretability of the deep network. Furthermore, in this paper we present a convolutional neural network based architecture (SO-CNN) to classify seat occupancy in vehicle interior into seven categories including infant in infant seat, child in child seat, adult, everyday object, or empty infant seat, child seat or seat, respectively (Fig. 1). We reuse the pre-trained CNN models including ResNet152V2, DenseNet121 and the most recent EfficientNetB0-B5-B7 for feature extraction which is followed by an adjusted densely-connected classifier. Experiments have been performed on the SVIRO database including dataset in-depth visualization and analysis as well as deep learning architecture adjustment and performance verification [7]. We further employ the Grad-CAM algorithm to generate heatmaps and calculate the proposed new statistical metrics including $HG_{D_{score}}$ and $HG_{DA_{score}}$ which are based on the multivariate Gaussian distribution to conduct the multi-task learning model interpretability.

The main contributions of the present paper can be summarized as follows:

- In this paper, we present a CNN based approach for the seat occupancy classification in vehicle interior into seven main categories based on the adjusted pre-trained EfficientNetB5 network architecture.
- We propose a new approach for model interpretability based on Grad-CAM heatmaps analysis. The statistical metrics $HG_{D_{score}}$ and $HG_{DA_{score}}$ are based on the values of the density function for a non axis-aligned multivariate Gaussian distribution and its probability to quantify the interpretability without using human-annotated object parts.
- We perform an in-depth analysis of the SVIRO dataset benchmarked for the classification of seat occupancy for each individual seat.
- We perform extensive experiments and compare the outcomes of state-of-the-art pre-trained models including ResNet152V2, DenseNet121 as well as EfficientNetB0-B5-B7. We visualize the feature distribution extracted by each architecture.
- We compare and estimate the correlation between prediction and proposed statistical metrics dedicated for model interpretability.

1.1. Related works

The problem of detection and classification of the seat occupancy in the vehicle interior can be accomplished using the information provided by cameras, radars or ultrasonic sensors. Raw data provided by these sensors constitutes an input to the perception algorithms aimed to monitor and interpret what is happening both inside and outside of the vehicle. In the design and development process of the vision-based systems for the automotive industry one of the most important issue is related to the system’s performance, safety, reliability and interpretability. This is in particular valid to the systems that utilize machine learning components. It is clear that testing in detail such a system is...
impossible as the number of important scenarios is actually infinite. The process of selecting just a few of the many possible scenarios is a difficult and challenging task and currently is most often based on qualitative best engineering judgment. One of the most challenging task is proposing safe AI solutions regarding standardization, transparent training as well as model evaluation including interpretability for automated driving.

**Deep model interpretability:** Recently, different methods have been developed to visualize and interpret deep learning architectures using the gradient-based or its variants including DeconvNet [21] and Saliency Maps[30]. Grad-CAM uses the gradients of a target concept, flowing only into the final convolutional layer to produce a coarse localization map [29]. Also different statistical metrics have been proposed to analyze CNN features including analysis of properties of CNN [34] or quantification of the generality versus specificity of neurons [39]. Ribeiro et al. proposed the LIME method which is an explanation technique that explains the predictions of any classifier in an interpretable and faithful manner, by learning an interpretable model locally around the predictions [26]. Extracted image regions that were responsible for each network output in order to analyse the network behaviour were used in [16]. Another statistical metric include pointing game introduced in [40] or RISE approach that estimates importance empirically by probing the model with randomly masked versions of the input image and obtaining the corresponding output[24]. However, most of these methods require experts to manually identify discriminative image regions for the label prediction for each testing image.

**Deep models in autonomous driving:** There are ongoing studies on the design of neural network based architectures for detection and classification tasks. A review of deep learning approaches for object detection including some experimental analysis can be found in [41]. Besides object detection there are also deep learning methods designed for specific tasks, such as driver gaze estimation [22, 38], gaze and eye tracking [14]. Within the last years several networks have been developed that might be considered as key building blocks for dedicated applications. Family of R-CNN (Region Based CNNs), YOLO (You Only Look Once), SDD (Single Shot Detectors), RetinaNet [13], PSMNet [4], NASNet, Inception, MobileNet, EfficientDet [36], VGG19 [31], ResNet50, Exception, DenseNet121 [11], EfficientNets [35] are current state-of-the-art models in computer vision benchmarks.

**Seat occupancy frameworks:** There are some commercial solutions and patents developed by the automakers and automotive suppliers for the seat occupancy detection and classification, however there is not a lot of research papers that present efficient algorithms in this area alongside with the experimental analysis. The work [6] describes a stereo vision system capable to detect the passenger presence and its location in the vehicle interior. Several typical configurations such as empty seat, adult present and baby seat can be distinguished by the developed system. In [19] Near-Infrared Camera (NIR) has been used to detect the passenger presence on front and rear seats. Images recorded by thermal camera have been used in [23] to train CNNs to detect number of passengers in the vehicle. To the best of our knowledge this is the first attempt to classify seat occupancy in vehicle interior based on scenarios into seven most important categories using deep learning approach.

2. Methodology

The automated determination of seat occupancy is performed automatically according to the flowchart presented in Fig. 2 were the first part is responsible for determining the category of seat occupancy into seven main categories while the second part for the model interpretability and explainability so the decision can be assessed and understood. As the deep learning architecture is designed to perform classification on each individual seat according to the SVIRO dataset, in the first step, the images need to be split into three rectangles such that each seat can be classified individually [7]. In the second step we take advantage of the pre-trained networks including the ResNet152V2, DenseNet121 and EfficientNetB0-B5-B7 architectures for feature extraction stage. We adjust the classifier on top of deep convolutional neural networks which has a three layer structure containing global average pooling, dropout and dense layers followed by Softmax function. The deep learning architecture is fine-tuned with the publicly available SVIRO dataset. As a result, we generate classification outcomes and employ the Grad-CAM algorithm to generate heatmaps and calculate the statistical metrics to conduct the multi-task learning model interpretability.

2.1. SVIRO dataset specification

Verification of automotive vision systems requires large, variable and diverse datasets in order to assure proper reliability and safety levels alongside with the expectation for high accuracy and precision of classification algorithms. KITTI [8], nuScenes[3], Audi [9], Waymo [33], SVIRO [7], U2Eyes[25], CBSR NIR Face Dataset [17] are data collections available for research purposes. It should be also emphasized that for the vehicle interior public circulation of the data is limited due to the General Data Protection Regulation (GDPR). In our research we take advantage of the Synthetic Dataset for Vehicle Interior Rear Seat Occupancy (SVIRO) to classify people and objects in passenger compartment [7]. The dataset is based on 10 different vehicle interiors and 25,000 sceneries in total. In this research we use the BMW X5 model which consists of 7,500 sceneries. The dataset contains detailed description for following cat-
Figure 2. The streamline of our proposed framework based on adjusted CNN architecture and model interpretability. Classification is performed on each individual seat from the SVIRO dataset. For feature extraction we use the pre-trained deep learning models. The classification is based on the adjusted densely-connected classifier. We employ the extracted features to conduct the multi-class classification task. Finally, we perform the model evaluation and interpretation and calculate the proposed metrics $HG\text{D}_{\text{score}}$ and $HG\text{D}_{\text{A}_{\text{score}}}$. 

categories regarding the seat occupancy: infant in infant seat, child in child seat, adult, everyday object, empty infant seat, and empty child seat. In Table 1 we present the database with distribution between training and testing set regarding the number of images for each of the classes.

To understand the complexity of the classification problem we perform the SVIRO dataset analysis through visualization of the data distribution using two dimensionality reduction techniques including the t-distributed Stochastic Neighbor Embedding technique (t-SNE) [37] and recently proposed Uniform Manifold Approximation and Projection (UMAP) method [20]. UMAP is a learning technique using Riemannian manifold distribution for dimension reduction and t-SNE is an unsupervised method that minimizes the Kullback–Leibler divergence between the two distributions with respect to the locations of the points in the embedding [18]. Fig. 3 shows the visualisation of the SVIRO dataset distribution in terms of seat occupation and seat occupancy classification using t-SNE on PCA-reduced data and UMAP techniques.

In order to analyze the correlations and overlapping areas between the categories in the dataset, we have calculated statistical metrics which give us a better understanding of the problem. We have calculated the intra-class and inter-class ratio (IntraC, InterC) based on the Euclidean distance. We analyze the Silhouette Coefficient Score ($S$), which is given by [27]:

$$S = \frac{b - a}{\max(a, b)}$$

(1)

where $a$ is the average distance in the cluster and $b$ is the minimal average distance to the next cluster. Additionally, the Davies-Bouldin index has been calculated that signifies the average similarity between clusters as a measure that compares the distance between clusters with the size of the clusters themselves and is defined as [5]:

$$DB = \frac{1}{k} \sum_{i=1}^{k} \max_{i \neq j} R_{ij}$$

(2)

where

$$R_{ij} = \frac{s_i + s_j}{d_{ij}}$$

(3)

and $s_i$ is the average distance between each point of cluster $i$ and the centroid of that cluster, $d_{ij}$ is the distance between cluster centroids and $k$ is the number of clusters.

Table 3 contains the results of statistical analysis of the SVIRO dataset. We observe that the complexity of the underlying classification task is very high as the Silhouette score confirms that the classes are overlapping with samples very close to the decision boundary of the neighbouring clusters. However the high CH score as well as $IntraC_{W_{Avg}}$ indicates the possibility of separating the data into seven main categories.

2.2. Proposed deep learning approach

Due to our limited and imbalanced dataset we take advantage of the transfer learning concept which indicates the effectiveness of reusing pre-trained CNN architectures to extract the feature representation. We use several state-of-the-art architectures including ResNet152V2 [10], DenseNet121 [11] as well as the newest EfficientNetB0-B5-B7 [35]. EfficientNet models which have been introduced in 2019 by Tan et al. are based on the inverted bottleneck residual blocks of MobileNetV2 and squeeze-and-excitation blocks. They use a compounding scaling method...
Table 1. Statistical analysis of the dataset with respect to the training and testing datasets associated with the seven main seat occupancy categories.

<table>
<thead>
<tr>
<th>Category</th>
<th>SVIRO Database</th>
<th>Training dataset</th>
<th>Testing dataset</th>
</tr>
</thead>
<tbody>
<tr>
<td>Empty</td>
<td>3010</td>
<td>2400</td>
<td>610</td>
</tr>
<tr>
<td>Infant in infant seat</td>
<td>480</td>
<td>371</td>
<td>109</td>
</tr>
<tr>
<td>Child in child seat</td>
<td>669</td>
<td>569</td>
<td>100</td>
</tr>
<tr>
<td>Adult</td>
<td>1126</td>
<td>892</td>
<td>234</td>
</tr>
<tr>
<td>Everyday object</td>
<td>962</td>
<td>767</td>
<td>195</td>
</tr>
<tr>
<td>Empty infant seat</td>
<td>542</td>
<td>418</td>
<td>124</td>
</tr>
<tr>
<td>Empty child seat</td>
<td>711</td>
<td>583</td>
<td>128</td>
</tr>
<tr>
<td>Total Nb.</td>
<td>7.500</td>
<td>6.000</td>
<td>1.500</td>
</tr>
</tbody>
</table>

Figure 3. Visualization of data distribution within the SVIRO dataset where a) t-SNE visualization for seven categories, b) t-SNE visualization for seat occupancy vs empty, c) UMAP visualization for seven categories, d) UMAP visualization for seat occupancy vs empty.

which scales width, depth, and resolution together instead of scaling only one model attribute. The EfficientNetB0 architecture has been proposed by a multi-objective neural architecture search which optimizes both accuracy and floating-point operations. Furthermore, a new activation function, Swish, has been proposed which shows superior performance for deeper networks. Swish is a multiplication of a linear and a sigmoid activation [35]:

$$Swish(x) = x \cdot \text{sigmoid}(x)$$

On top of the base, we have adjusted a three layer classifier containing global average pooling with batch normalization, additional dropout layer which randomly sets input units to 0 with frequency of rate 0.2 at each step during training time as a regularization technique for reducing overfitting [32], and dense layer with the number of neurons corresponding to the number of seven classes followed by Softmax activation function for the predict a multinomial probability distribution.

2.3. Training details

**Preprocessing:** The entire image taken by the virtual rear seat camera has been cropped into 3 pieces of the same size, each area is representing one seating position. Apart from resizing the input image no other preprocessing methods were used. As the dataset has a decent class balance and the variety of scenarios is high no data augmentation was needed to be applied. Furthermore, different lightning conditions, textures and models’ positions were randomized during its development.

**Training:** Training process consisted of two separate phases where first we trained the added top layers and then the entire network (excluding batch normalization layers). The goal of this transfer-learning approach is to adapt the new and randomly filled top layers to the class set defined in the database. After this phase the rest of the model is unfrozen and trained again. The original datasets used for training are very different than SVIRO base, thus according to definition [12] batch normalization parameters ($\gamma$ and $\beta$) should not be updated. Otherwise it would necessitate optimizing every other weight from the start, which means the loss of previously trained feature extraction functionality.

**Hyperparameter choice:** For each training phase of the pre-trained architectures including ResNet152V2, DenseNet121 and three different types of EfficientNet: B0, B5 and B7, we deployed randomized search (RandomizedSearchCV) for optimizing hyperparameters including epoch count, optimizer and batch size [2]. The algorithm selected 20 random parameter sets from the predefined range. We tested the batch size and number of epochs in the range of 8-64 and 5-50 respectively and several optimizers including RMSprop, SGD, Adadelta, Adam and Adamax. Initial learning rate has been set at different levels for each phase, $10^{-2}$ for the first and $10^{-4}$ for the second phase. The validation set was used at the initial stage of classifier selection and for empirical evaluation of the model’s behaviour during and after training. In Fig. 4 we show the average training and validation accuracy for the EfficientNetB5 architecture, which is the most efficient and has achieved the highest accuracy score.

3. Experimental results

3.1. Effectiveness of the proposed framework

We test our proposed framework on the BMW X5 model from the SVIRO dataset. The adjusted pre-trained models have been trained in an end-to-end fashion to classify the images into seven categories based on the seat occupancy. The architectures have been trained independently in order to optimise the hyperparameters and the proposed
pre-trained CNN models have been evaluated on the test set. The test results have been calculated 5 times and averaged. Following performance metrics including accuracy, precision, recall and F1-score have been calculated. Table 2 presents the evaluation metrics for each network architecture for the best set of training hyperparameters. EfficientNetB5 achieved 79.9% accuracy, 76.8% precision, 69.3% recall and 67.8% F1-score which were the best results when trained with 5+5 epochs, batch size of 32 and Adam optimizer [15]. It can be seen from Table 2 that the EfficientNetB5 model achieves the highest classification accuracy in the classification task.

Furthermore, in Fig. 5 we present the confusion matrix for the multi-task classification problem. The EfficientNetB5 network achieved 95.92% recall and 90.32% specificity for empty seats recognition, which is a state-of-the-art result in this domain.

3.2. Model interpretability

In Table 3 we compare the statistical analysis of the SVIRO dataset and feature vectors extracted from the last layer of the pre-trained architectures in terms of data separability into seven main categories. We can observe that Intra$C_{W AVG}$ values for EfficientNetB5 is relatively high as well as the $S$ score which is the highest for all classes. That indicates good separability and confirms the best performance for this network. To improve the explainability of the model, we used the Grad-CAM visualization algorithm [29], which creates a heatmap that shows which parts of the input image contributed most to the classification.

Figure 6. CNN model interpretability: a) 3D surface plot of bivariate Gaussian distribution, b) GD mask for $HGDA_{score}$, c) $GD_{area}$ mask for $HGDA_{score}$.

Moreover, we propose two statistical metrics $HGDA_{score}$ and $HGDA_{score}$ which are based on the multivariate Gaussian distribution for assessing heatmaps without using human-annotated object parts to quantify the interpretability of our network. The multivariate normal distribution is a generalization of the univariate normal distribution to two or more variables and can be defined for a $k$-dimensional random vector $X = (X_1, \ldots, X_k)^T$ with the following notation:

$$X \sim N(\mu, \Sigma) \tag{5}$$

The probability density function (pdf) of the d-dimensional multivariate normal distribution is given by:

$$f(x; \mu, \Sigma) = \frac{1}{\sqrt{|\Sigma|} (2\pi)^d} e^{-\frac{1}{2} (x - \mu)^T \Sigma^{-1} (x - \mu)} \tag{6}$$
where it is parametrized in terms of the mean vector and the covariance matrix, denoted by $\mu$ and $\Sigma$ respectively. $x$ and $\mu$ are 1-by-$d$ vectors and $\Sigma$ is a $d$-by-$d$ symmetric, positive definite matrix.

Based on the assumption that the most important elements responsible for the classification process lie in the center of the picture we propose two different masks which are generated on the basis of the probability density function we propose two masks which are used to determine the significance of the location of the heatmap in the image. The first map $GD_{area}$ is a binary map obtained by including the central 90% of the probability of the normal distribution while leaving out a total of $\alpha = 5\%$ in each tail, of the normal distribution. The $HGD_{score}$ is defined as the sum of intensity pixels in the heatmap within the $GD_{area}$ divided by the sum of all pixels in the heatmap. The formula is given by:

$$HGD_{score} = \frac{\sum_{(x,y) \in H} H(x,y)}{\sum_{(x,y) \in H} H(x,y)} \cdot 100\% \quad (7)$$

The second map is the bivariate normal distribution $GD$ with high values in the center of the image and low values at the edges. The second metric $HGD_{AScore}$ is defined as the sum of intensity pixels in the heatmap multiplied by the $GD$ mask and divided by the sum of all pixels in the $GD$ mask. The formula is given by:

$$HGD_{AScore} = \frac{\sum_{(x,y) \in H} H(x,y)GD(x,y)}{\sum_{(x,y) \in H} GD(x,y)} \cdot 100\% \quad (8)$$

In Table 4 we present the results for calculated statistical metrics. We observe that the $HGD_{score}$ achieves high values for correctly classified images when the heatmap has the highest activation in the center of the image. Values of $HGD_{score} < 50\%$ correlate to high classification error. Based on the analysis of the $HGD_{score}$ metric we can observe that 64% of classification errors have been based on wrong CNN network region attention while for over 89% of correctly classified examples the network has focused on the area in the centre of the image.

In Fig. 7 we present four different examples including two child seats, an empty seat and an everyday object (bottle box). First two examples have been incorrectly classified and the heatmap focuses on the surrounding not the seat. The last two examples have been correctly classified which is also confirmed by the heatmaps concentrating in the middle of the image. From these images we can draw several conclusions. Firstly, we observe that the heatmaps and the area of activations highly correlate with the region of interest and the statistical metrics confirm the certainty of the final result. These results provide strong evidence of the importance of differentiating between classification results based on the significant area and surroundings which may lead to higher accuracy, interpretability and classification certainty.

4. Conclusion

In this work, we developed a pre-trained based architecture for safe occupancy classification into seven main categories. The framework is based on the EfficientNetB5 architecture and achieved 79.87% overall accuracy as well as 95.92% recall and 90.32% specificity for empty seats recognition, which is a state-of-the-art result in this domain. Furthermore, we have proposed two new statistical met-
Table 4. Outcome for the proposed statistical metrics calculated for the test dataset including 1,500 images for seven categories. The threshold has been set to 50% for HGD<sub>score</sub> and to 25% for HGDA<sub>score</sub>.

<table>
<thead>
<tr>
<th>Metric</th>
<th>Correct Classification (#HGD&lt;sub&gt;score&lt;/sub&gt; &gt; 50% / #Total)</th>
<th>Classification Error (#HGD&lt;sub&gt;score&lt;/sub&gt; &lt; 50% / #Total)</th>
</tr>
</thead>
<tbody>
<tr>
<td>HGD&lt;sub&gt;score&lt;/sub&gt;</td>
<td>89% (952/1069)</td>
<td>64% (276/431)</td>
</tr>
<tr>
<td>HGDA&lt;sub&gt;score&lt;/sub&gt;</td>
<td>74% (791/1069)</td>
<td>68% (293/431)</td>
</tr>
</tbody>
</table>

Figure 7. Results of the CNN model interpretability: a) input image, b) Grad-CAM visualization, c) heatmap activations, d) GD<sub>area</sub> mask for HGD<sub>score</sub>, e) overlapping area of heatmap, f) GD mask for HGDA<sub>score</sub>, g) overlapping area of heatmap. The two first rows are false prediction cases and the next two are true.

metrics which provide an interpretation of its results through the identification of object parts without direct supervision and their contribution towards classification. Starting from the described framework, further research efforts will be firstly addressed to compare and integrate other car models which are available in the SVIRO dataset, improve the network performance through fine-tuning of the layers. Future research will concentrate on the model interpretability and calculation of statistical metrics for other classification tasks.
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