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Abstract

Nowadays, video conference solutions are widely

adopted for companies, education, and government. Peo-

ple segmentation is crucial for supporting virtual back-

ground, an essential video conference function to protect

users’ privacy. This paper demonstrated a people segmen-

tation framework called CE-PeopleSeg, which employed an

efficient segmentation method, structural pruning, and dy-

namic frame skipping techniques, leading to a fast infer-

ence speed on CPU. Our extensive experiments show that

the proposed CE-PeopleSeg can achieve a high prediction

mIoU of 87.9% on Supervised People Dataset while reach-

ing a real-time inference speed of 32.40 fps on CPU with

very low usage of 10%. Our code would be released at

https://github.com/geekJZY/EfficientPeopleSeg.git.

1. Introduction

The demand for video conference techniques signifi-

cantly increases recently. Especially, the outbreak of Coron-

avirus Disease 2019 (COVID-19) [31] greatly facilitates the

adaptation of video conferencing solutions for companies,

government, and education. As many offline events like

seminars, trade shows, regular discussions, and teaching are

canceled for suppressing the infection of COVID-19, people

have to turn to video conferencing solutions such as Zoom,

Teams, and google meets to continue hosting these events.

For instance, in 2020, the number of monthly active users

grew by 2.22 million [2].

Virtual background serves as an essential privacy protec-

tion method for video conferences. While showing the ac-

tual home layout may release privacy information, the vir-

tual background function allows you to use any picture as

background, which greatly protects your privacy like your

physical locations and personal belongings.

People segmentation is a necessary technique support-

ing virtual background since it can generate the people con-

tour required for background replacement. As video confer-

ence is a real-time service and its client machine is usually a

personal computer without powerful computation tools like

GPU, people segmentation’s efficiency becomes crucial.

The advance of computer vision in recent years largely

benefits People Segmentation. Many solutions based

on Fully Convolutional Neural Network [24] are pro-

posed [35]. Recent solutions like [35, 21] can achieve a

real-time speed on powerful GPU. However, while most

users have no access to such devices, a real-time solution

on CPU is more practical.

In this paper, we propose a CPU Efficient People Seg-

mentation Framework (CE-PeopleSeg) for video confer-

ences. CE-PeopleSeg leverages an efficient segmentation

frame called Feature Pyramid Network (FPN) [18] with

mobileNetV2 [30] as feature extractor. FPN merges the

low-level details with high-level semantics without using

dilated convolution as in Deeplab [4]. Meanwhile, mo-

bileNetV2 [30] further accelerates the feature extraction.

Moreover, we explore the influence of resolution and find

that People Segmentation Task can be conducted under very

low resolution with marginally performance sacrificing.

Besides, we extend structural pruning [20] to depthwise

separable convolution employed in mobileNetV2 [30]which

further boost the efficiency by avoiding redundant compu-

tation. Also, considering people typically would keep the

same pose in the video conference, we employ a dynamic

frame skipping technique to save more computational costs.

The main contributions can be summarized as follows:

• We present CE-PeopleSeg, an efficient people seg-

mentation backbone on CPU for video conference. It

achieves fast segmentation speed by incorporating an

efficient model, structural pruning, and dynamic frame

skipping.

• We extend the structural pruning technique to depth-

wise convolution, which enabling us further improving

the efficiency of mobileNetV2.

• We proposed a simple and effective dynamic frame

skipping technique that can automatically adapt to the

target video.

• Our extensive experiments verify the excellent effi-

ciency of the proposed CE-PeopleSeg. It can gener-
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ate high-quality segmentation mask with 87.9% mIoU

on Supervisely Person Dataset while achieving a real-

time inference speed of 32.40 fps on CPU (Intel(R)

Core(TM) i5-8400 CPU@ 2.80GHz) with super low

usage of only 10%. Such fast speed not only satis-

fies the virtual background function requirement, but it

also saves CPU computation resources for other tasks

like video compression and transmission.

The rest of this paper is structured as follows. In Section 2,

we introduce the related works. In section 3, we focus on

describing the framework of the proposed CE-PeopleSeg.

Data introduction and experiment results are illustrated in

Section 4. Finally, we will conclude in Section 5.

2. Related works

2.1. People segmentation

People segmentation has been studied since a few

decades ago. Shio and Sklansky [34] presented a method

of segmenting monocular images of people in motion from

a cinematic sequence of frames based on image intensities,

motion, and an object model of the image of a person in

motion. Zhao and Nevatia [46] used an efficient Markov

chain Monte Carlo (MCMC) method with domain knowl-

edge as proposal probabilities to segment individual hu-

mans in crowded situations. Fernández-Caballero et al. [7]

introduced a new approach to process infrared-camera im-

ages for real-time human segmentation. A human candi-

date blob will be divided if it contains more than one per-

son. Song et al. [35] proposed a fast and accurate people

segmentation method with deep convolutional neural net-

works. This method was more than 10,000 times faster than

the champion algorithm on the database of Baidu people

segmentation competition. Due to the increasing demand

for real-life applications, research about “humans” in the

computer vision community, for example, portrait segmen-

tation [32, 33, 34], has become a hot research area. Standard

instance segmentation approaches combine object detec-

tion and segmentation of the object from bounding boxes.

Zhang et al. [44] proposed a pose-based people segmen-

tation framework based on the human pose rather than the

proposal region. Lin et al [21] proposed a real-time, high-

resolution background replacement method,which runs at

30fps in 4K resolution, and 60fps for HD on a modern GPU.

Two neural networks were employed with a base network

for computing low-resolution results and a high-resolution

refinement network on selective patches. The method in

Gruosso et al. [8] can automatically recognize and segment

humans in videos without constraints on camera and hu-

man activity in the scene. Despite the fast development,

current works still rely on powerful GPU to guarantee real-

time speed, while the proposed CE-PeopleSeg can achieve

real-time speed with low CPU usage.

2.2. Semantic segmentation

As a highly related topic, the developments in seman-

tic segmentation would often benefit People Segmenta-

tion. For instance, the fully convolutional network (FCN),

which achieves efficient pixel-wise prediction via replac-

ing the fully connection layer with convolutional layer, is

also widely adopted in the people segmentation works [35,

32, 21]. To improve the efficiency of FCN, ENet [28] em-

ploys an early down-sampling network. ICNet [45] lever-

ages additional supervision on multi-resolution branches.

BiSeNet [43] combined the spatial and contextual path for

efficiently preserving both high-resolution and sufficient re-

ceptive field. Marin et al. [26] designs a content-adaptive

down-sampling technique that favors sampling more for

near boundary region. FasterSeg [5] automatically search

an efficient framework. Some works also consider the mem-

ory efficiency [6]. While these works focus on improving

GPU efficiency, we aim to build an efficient people segmen-

tation framework on CPU.

2.3. Pruning

Pruning is an essential class of network compression

techniques. It can be divided into unstructural and struc-

tural pruning methods.

Optimal Brain Damage [19] and Optimal Brain Sur-

geon [11] are early unstructural pruning works. They use

the Hessian of the loss function as an indicator. Follow-

ing works like Han et al. [10] proposed to prune the small

weights in the neural networks. Some methods can also

prune neural networks in a data-free manner [36]. Vari-

atonal Dropout [17] can also be used to prune redundant

weights [27]. Louizos et al. [25] learn sparse networks

through L0-norm regularization. [14, 15] employ gating

function to dynamically prune weights according to the in-

put. However, since the learned weight is always sparse,

these methods cannot achieve real speed-up with widely-

used libraries/hardware [9].

On the other hand, structural pruning methods often

prune the channels or even layers. The pruning structure

is more organized and thus can be beneficial on widely-

used libraries/hardware. [38, 42] also shows the structural

pruning can be leverage for saving training cost. While a

few works aim at pruning layers [37], most works focus on

pruning channels. Li et al. [20] prune channels according to

the weight norm of filters while Hu et al. [13] use the per-

centage of zeros in the output of the corresponding layer.

Group sparsity is utilized in [39, 3]. [23, 41] learn which

layer to be pruned via embedding sparse regularization to

channel-wise scaling parameters. [40] groups convolu-

tional layer weights to clusters to compress the model. We

adopt the training method proposed in [23] given its good

performance and conceptually simple implementation.
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Figure 1. The overview of the proposed CE-PeopleSeg. It contains three modules: a Feature Pyramid Network segmentation network with

MobileNetV2 as encoder, structural pruning applied on MobileNetV2, and the dynamic frames skipping for input frames.

3. Method

3.1. Framework overview

As demonstrated in Figure 1, the proposed CE-

PeopleSeg is efficient on both model and data level. At the

model level, we leverage FPN as the segmentation frame-

work with MobileNetV2 as the backbone. The structural

pruning technique is also utilized for further reducing the

computation cost. As the neighboring frames are similar,

we propose to dynamically skip the similar frames and di-

rectly adopt the previous frame’s prediction, which further

improves the overall efficiency.

3.2. Efficient Segmentation Backbone

We choose Feature Pyramid Network (FPN) as the seg-

mentation framework. As shown in Figure 1, it is consists

of a bottom-up and a top-down pathway. The bottom-up

pathway is the feature encoding part, which computes the

feature maps at multiple spatial scales. The spatial stripe is

always set as 2. There are often many layers for processing

the feature map at each scale. We define the multiple convo-

lutional layers that process the feature map in the same scale

as a stage. We choose mobileNetV2 here as the bottom-up

pathway, given its efficiency. It contains four stages and

has strides of {4, 8, 16, 32}. In the top-down pathway, in-

ference starts from the top layer, where the semantical in-

formation is strong while being spatially coarser. This fea-

ture would be gradually upsampled and enhanced with the

features from lower pyramid levels, and thus it can better

localize the target object. For segmentation, We choose to

upsample all the features at the top-down pathway to the

same scale and then concatenate them together. The fea-

ture is then inputted with a segmentation head, which is a

convolutional layer.

Feature Pyramid Network (FPN) design efficiently en-

hances the semantically strong high-level features with

high-resolution low-level features. In contrast, another pop-

ular backbone, deeplab [4], uses the dilated convolution,

which scales up every feature map, leading to very slow

inference speed and large memory consumption.

3.3. Structural pruning

In this section, we would start by reviewing the struc-

tural pruning idea of [23]. Then we would describe how we

extend the idea to depth-wise convolutional layers.

Structural pruning with scaling factor. The main idea

of [23] is to introduce a scaling factor γ to each channel of

the convolutional layers, which would be multiplied with

the corresponding output channel. The γ and model weights

are co-optimized in a data-driven manner. Finally, the chan-

nel with a small scaling factor can be pruned since it’s not

as important as the rest channels. Also, a sparsity regular-

ization is imposed to make the scaling factors more sparse.

Formally, the training loss can be expressed as

L = LCE(f(x; γ,W ), y) + λ
∑

g(γ) (1)

where x and y denote the input and output of model f ,

respectively. W is the weight of the neural networks.
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Figure 2. Illustration of depthwise separable block before (a) and after (b) pruning. The yellow (•) channel in (a) is the channel to be

pruned.

f(x; γ,W ) indicates the prediction of model.

The first loss term measures the cross-entropy loss of the

prediction, while the second one g(γ) is the sparsity regu-

larization term for scaling factors. In practice, we follow

[23] adopting g(γ) = |γ|, which is also known as L1-norm.

λ is a weight term employed to balance the two terms. We

adopt λ = 0.0001 in our experiments.

Leverage the scaling factor in BN layers. Batch Nor-

malization (BN) [16] is widely adopted in modern convolu-

tional neural networks. It can accelerate convergence speed

of networks and improve the generalizability. BN would

first normalize the each input feature map as

x̂i =
xi − µB√
σ2

B
+ ǫ

(2)

where xi denotes the ith tensor in the input batch B =
{x1...m}. µB and σB are the mean and variance of the fea-

tures in the batch, respectively. The calculation of them can

be formalized as

µB =
1

m

m∑

i=1

xi;σ
2

B =
1

m

m∑

i=1

(xi − µB)
2

(3)

Afterwards, the normalized tensors would be scaled and

shifted as

yi = γx̂i + β (4)

where γ and β are learnable scaling factor and bias, respec-

tively.

As the BN layer is often employed after each convolu-

tional layer, we follow [23] directly adopting scaling factor

in batch normalization layer as scaling factor for pruning.

This is theoretically more meaningful than employing an

additional scaling factor that is directly multiplied on filters

because the filter itself is a linear transform. It can manipu-

late the scale of itself to make the scaling factor smaller by

enlarging its own magnitude. Thus, the scaling factor would

fail to reflect the importance of each channel. In contrast,

after normalization, the features’ scale is fixed, the scale of

the normalization layer can better reflect the importance of

filters.

Extend to depthwise separable convolutional layers.

Depth-wise separable convolution is a special convolutional

structure proposed in MobileNet [12]. It decomposes one

convolutional layer into a depth-wise and a point-wise con-

volutional layer. Single-layer filters are adopted for each

channel of depth-wise convolution. While point-wise con-

volution, a 1×1 convolutional layer, would then combine

the outputs of depthwise convolutional layers. In contrast,

a traditional convolutional layer would do both filtering and

combining in a single layer. This factorization can signifi-

cantly save and reduce the model size. MobileNetV2 [30]

further proposes to leverage another point-wise convolu-

tional layer which serves as a bottleneck. A block of Mo-

bileNetV2 is illustrated in Figure 2(a) (Unpruned depthwise

separable block).

While the channel pruning method is devised for the con-
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volutional layer. Directly adopting it for depthwise convo-

lution 2 of MobileNetV2 would lead to inconsistency in the

number of channels. For instance, as shown in Figure 2(a),

if we prune using the scaling factor in both BN1 and BN2,

the resultant number of pruning channels would likely be

different. However, this cannot fit the depth-wise convolu-

tional layer requirement that the channel number of input

and output tensor has to be the same. Fortunately, we find

the scaling factor of BN2 can be used for pruning the con-

volutional layer before both BN1 and BN2. Because the

depthwise convolutional layer processes each filter indepen-

dently. As demonstrated in Figure 2, if a layer is removed

in the output (yellow channel in Figure 2(a)), this channel

can be removed in both input and output (yellow channel

in Figure 2(b)). Therefore, we do not consider the scaling

factor of BN1 when applying to each depthwise separable

block.

3.4. Dynamic frame skipping

During video conferences, people would not perform

large motion most of the time, which means the difference

between neighboring frames would be too small to change

the body’s contour. We thus propose to save the computa-

tion resource by directly adopting the previous prediction in

such a scenario.

To this end, we first need a metric to measure the frame

difference, which we adopt the L1 norm between the gray

version of the current frame and that of the frame predicted

last time. Secondly, we need a threshold to determine which

difference is large enough for a prediction. One straight-

forward solution is to adopt a fixed threshold. However,

we find a problem for such a solution: when the scale of

the body is different in frames, the threshold correspond-

ing to “large motion” would largely differ, which means it

is hard to find a universal threshold. To address this prob-

lem, we propose to employ a self-adaptive threshold picking

method. The main idea of the method is to pick a relatively

large threshold. Specifically, we would build a list that saves

the value of the previous frame differences. When a new

frame comes, we will check if the frame is larger than α%

values in the list. If true, we would predict the new frame.

Otherwise, we adopt the last prediction. This method could

avoid the threshold difference among videos while ensuring

α% frames are skipped on average.

In practice, α is set as 80%, which would bring a speed-

up of five times as the skipping calculation has little com-

putational overhead. We also set a maximal length of 3000

to the list for fast adapting to a new pose or person. When

the list reaches the maximal length, the early value would

be discarded.

4. Experiment

4.1. Settings

Dataset We choose dataset – Supervisely Person [1] for

training our network. Supervisely Person contains 5711 im-

ages with 6884 high-quality annotated people. 5110 images

are included in the training split, while the rest is employed

as the testing dataset.

Data processing During training, the input image would

first be resized to make the longest size equal to the base

size to unify the resolution of input images. Then, it would

be resized using a random ratio among [0.5, 0.75, 1.0, 1.25,

1.5]. Such augmentation can make the model most robust

against scale difference. We then crop a patch in (H, W)

for training. Other augmentations like flipping and color

jittering are also employed. During testing, the input image

would only be resized to the base size, and other augmen-

tations would not be applied. In the following parts, unless

specifically specified, base size is set as 160 and (H, W) is

(160, 128).

Pruning ratio We do not employ structure pruning for

Section 4.2 and 4.3. After the pruning ratio is ablationed

in 4.4, we by default employ structure pruning with best

searched pruning ratio of 30%.

Training strategy The backbone is initialized with Im-

ageNet pre-trained weight, while the other parts are initial-

ized with random weights. The standard cross-entropy loss

is employed for training networks by default. An additional

sparsity regularization term is used while searching pruning

structure. We adopt SGD with a momentum of 0.9 as the

optimizer and train for 50 epochs. The starting learning rate

is set as 1e-4 and would decay following the “poly” learning

rate [4].

Metric We adopt the standard metric called mean Inter-

section over Union (mIoU) for measuring the precision of

the segmentation prediction.

Computation infrastructure Our codes are based on

Pytorch [29], and all models are trained with a single

GeForce GTX 1080 Ti.

Speed measuring We measure the speed by running

on CPU (Model name: Intel(R) Core(TM) i5-8400 CPU

@ 2.80GHz) while restricting the resource to 10% usage.

The CPU usage is limited using the “cpulimit” library on

Ubuntu.

4.2. Segmentation method ablation

We start by verifying the employed segmentation

method’s performance by comparing it with one of the state-

of-the-art segmentation methods called DeeplabV2 [4] on

Supervisely Person dataset using the same resolution. For a

fair comparison, we also employ MobileNetV2 as its back-

bone.

As shown in Figure 2, DeeplabV2 is slower in terms of
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Table 1. Ablation study on FPN with different pruning ratio on Supervised People dataset concerning four metrics: number of parameters,

FLOPs, speed (fps) and mIoU (%). The first three metrics contain two attributes: value and ratio. While value denotes the measured value,

the ratio is {value after prune}/{value before prune}. ↑ means the metric the higher the better and ↓ means the metric is the lower the

better. “-” indicates Not Applicable.

Pruning ratio
Parameters FLOPs Speed

mIoU↑
value↓ ratio↓ value↓ ratio↓ value↑ ratio↑

0% 2.25M - 3.60×108 - 6.24 - 88.8

30% 1.25M 0.56 3.18×108 0.88 6.53 1.05 87.9

50% 0.88M 0.39 2.89×108 0.61 8.80 1.41 83.9

70% 0.59M 0.26 1.54×108 0.43 9.23 1.48 76.7

Table 2. Comparison between two segmentation methods:

DeeplabV2 and FPN on Supervisely People Dataset on four at-

tributes: number of parameters, FLOPs, speed (fps), and mIoU

(%). The MobileNetV2 is adopted as the backbone for both frame-

works. ↑ means the metric the higher the better and ↓ means the

metric is the lower the better.

Method DeeplabV2 FPN

Parameters↓ 4.87M 2.25M

FLOPs↓ 4.98×108 3.60×108

Speed↑ 3.15 6.24

mIoU↑ 87.4 88.8

Table 3. Ablation study on FPN with inputs in different resolution

on Supervised People dataset concerning three metrics: FLOPs,

speed (fps), and mIoU (%). The resolution is controlled via ad-

justing the base size. The corresponding cropping size for base

size of [320, 160, 64, 32] is [(320, 256), (160, 128), (64, 64), (32,

32)], respectively. ↑ means the metric the higher the better and ↓
means the metric is the lower the better.

base size FLOPs↓ Speed↑ mIoU↑

320 12.51×108 1.37 92.2

160 3.60×108 6.24 88.8

64 0.80×108 12.27 79.6

32 0.25×108 11.07 72.1

both FLOPs and Speed while shown lower mIoU by 1.4%.

Moreover, the number of parameters in DeeplabV2 is more

than twice larger compared to that of FPN, demonstrating

the efficiency and effectiveness of the employed FPN.

4.3. Resolution ablation study

Resolution is an important factor affecting the speed of

segmentation. The choosing of resolution is always a trade-

off between performance and speed. We ablation study four

different scaling via adjusting the base size. As demon-

strated in Table 3, while base size is set as 320, highest

mIoU of 92.2% can be achieved. However, its speed is very

slow. For instance, when compared with the base size of

160, base size of 320 is 4.55 times slower in terms of speed

while having 3.48 times more computational cost in terms

of FLOPs. Moreover, the mIoU only marginally drops by

3.4%. But, when the base size continues decreasing to 64

and 32, performance would significantly drop by more than

9% while the speed improvement is less than two times.

Therefore, we adopt base size of 160 in practice.

4.4. Structural pruning

We further study the speed improvement coming from

structural pruning. As shown in Table 1, pruning can sig-

nificantly reduce the parameters. The model size would be

reduced by 60% when the pruning ratio is 50%. The Speed

would also consistently improve. At the pruning ratio of

30%, the pruned model only leads to 0.9% performance

drop. However, a large pruning ratio (e.g. 50%, 70%) would

lead to a significant mIoU drop larger than 4.9%. In prac-

tice, we choose a pruning ratio of 30% since it captures most

of the parameter saving while maintaining a similar mIoU

compared to the baseline.

4.5. Dynamic frame skipping

We then study the performance of dynamic frame skip-

ping on videos. As shown in Figure 3, the pose between

frames is small. Moreover, our method can correctly detect

large motion. For the first two rows of Figure 3, the head

hardly changes, and our sampling is very sparse. When the

significant motion is performed at the last row, the sampling

ratio becomes far denser.

4.6. Overall Performance

Finally, we test the overall performance of CE-

PeopleSeg on 20 videos. The average speed can achieve

32.40 fps, which is real-time. Meanwhile, the quality of

prediction is also good, as shown in Figure 4.

5. Conclusion

This paper presents the efficient people segmentation

framework called CE-PeopleSeg. It is supported by an effi-
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Figure 3. A sampled video clip with segmentation. For every two frames, we only show the first one to analyze a longer sequence. The

video plays from left to right and would switch to a new line once it fills a row. We use an arrow to spotlight the frames where prediction

is performed. For the rest frames, the closest previous prediction is adopted.

Figure 4. Prediction visualization for CE-PeopleSeg.

cient segmentation framework called FPN [22] and encod-

ing network MobileNetV2 [30]. The structural pruning is

also leveraged to compress the size of the model further. A

dynamic frame skipping method is also proposed for skip-

ping similar frames. Our extensive experiments demon-

strated that the proposed CE-PeopleSeg could ensure the

prediction mIoU of 87.9% while achieving a real-time in-

ference speed on a single GPU with only 10% usage.
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