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Abstract

Facially manipulated images and videos or DeepFakes can be used maliciously to fuel misinformation or defame individuals. Therefore, detecting DeepFakes is crucial to increase the credibility of social media platforms and other media sharing web sites. State-of-the-art DeepFake detection techniques rely on neural network based classification models which are known to be vulnerable to adversarial examples. In this work, we study the vulnerabilities of state-of-the-art DeepFake detection methods from a practical stand point. We perform adversarial attacks on DeepFake detectors in a black box setting where the adversary does not have complete knowledge of the classification models. We study the extent to which adversarial perturbations transfer across different models and propose techniques to improve the transferability of adversarial examples. We also create more accessible attacks using Universal Adversarial Perturbations which pose a very feasible attack scenario since they can be easily shared amongst attackers. We perform our evaluations on the winning entries of the DeepFake Detection Challenge (DFDC) and demonstrate that they can be easily bypassed in a practical attack scenario by designing transferable and accessible adversarial attacks.

1. Introduction

DeepFakes are artificial videos that contain realistically swapped faces mostly created with off-the-shelf neural network based methods. While DeepFakes are sometimes used for humorous or entertainment purposes, these videos are an emerging threat, especially within the realms of politics and misinformation [43]. DeepFakes are especially convincing and have caused harm by making it appear that a prominent person said or did something that they never said or did. Accordingly, effort has been devoted towards training DeepFake classifiers and detectors, which attempt to determine if a video contains a fake face via a variety of methods [42].

The state-of-the-art DeepFake detection methods rely on Convolutional Neural Networks (CNNs) to classify a given video as Real or Fake [11]. The best performing methods model the DeepFake detection problem as a per-frame classification problem. While such methods achieve promising results in terms of detection accuracy, they are vulnerable to adversarial examples [40] and can be evaded by adding a carefully crafted perturbation to each frame of a given input video [5, 13, 24]. Since DeepFakes have the potential to be very damaging, attacks designed to evade DeepFake detectors can cause outsized harm when compared to other attack scenarios. In addition, as DeepFakes are rare compared to the set of all videos, detection of DeepFakes is already an extremely difficult problem.

While adversarial examples pose a threat to DeepFake detectors, designing such examples usually requires complete access to the victim detector model architecture and parameters. In a practical threat scenario, the model weights can be kept secret to prevent such white-box attacks. While past works have also proposed black-box attacks to DeepFake video detectors [24], they require a large number of queries and access to the model prediction scores for each frame in the video that they aim to misclassify. Such an attack can easily be thwarted by limiting query access and not providing the raw detection scores to the user.

Adversarial examples can pose a practical threat to DeepFake detection if they are transferable across different models. Past works have shown that adversarial examples designed to fool a particular network can also fool other networks (with the same or different architecture) trained for the same task [14, 39]. By exploiting this property, an adversary can design attacks on an open source DeepFake detection model and potentially fool a DeepFake detection system in production. However, in a real-word scenario, different detection mechanisms employ different input preprocessing steps which can nullify many adversarial attacks. Additionally, DeepFake detectors also use face detection techniques prior to image classification CNNs which can differ across various detection methods. This makes it challenging to craft perturbations that are transferable across different detection methods.

1 Video Examples: https://deepfakeattacks.github.io/
The goal of our work is to study the practical threats posed by adversarial examples to the current state-of-the-art DeepFake detection systems. To this end, we first study the commonalities between different DeepFake detection methods and gain insight by interpreting the model decisions using gradient-based saliency maps. We then study the vulnerability of these detection methods to adversarial examples and the extent to which adversarial examples transfer across different detection methods. Next, we propose attack methods that significantly improve the transferability of adversarial examples by designing perturbations that are robust to the differences between the various detection methods. Finally, we design more accessible adversarial attacks by creating transferable adversarial examples that can be universally added across all frames of all videos to reliably fool a number of DeepFake detection methods.

2. Background

2.1. DeepFakes and DFDC

DeepFakes are a genre of synthetic videos in which a subject’s face is swapped with a target face to simulate the target subject in a certain scenario and create convincing footage of events that never occurred [34, 24]. Recent video manipulation methods operate end-to-end on a source video and target face and require minimal human expertise to generate fake videos in real-time [16, 44, 26]. For expediting research on DeepFake detection, there has been effort in curating datasets [11, 34] of real and fake videos using DeepFake synthesis techniques.

To the best of our knowledge, the recently developed DeepFake Detection Challenge (DFDC) dataset [12, 11] is the largest collection of such real and fake videos, consisting of over 1 million training clips of face swaps produced with a variety of methods. For synthesizing the fake videos in the DFDC dataset, 8 different video manipulation techniques were used, many of which are CNN-based techniques. These methods include the traditional DeepFake auto-encoder architecture, a non-learned morphable mask face swap algorithm, and several Generative Adversarial Networks (GAN) techniques like Neural Talking Heads [44], FSGAN [26] and StyleGAN [16]. In conjunction with the dataset, a corresponding competition was launched in which competitors were encouraged to submit models trained for DeepFake detection on the training set. These models were then ranked on a hidden, held-out test set, and the winning competitors released their architectures and training strategies publicly.

2.2. DeepFake Detection

Recent state-of-the-art methods for detecting manipulated facial content in videos rely on Convolutional Neural Networks [1, 2, 19, 32, 34] to distinguish AI-generated fake videos from real videos. These methods model the DeepFake identification problem as a per-frame classification problem. They employ typical image classification networks that either operate on the entire frame or on a cropped portion of the frame that has domain specific information. For example, state-of-the-art DeepFake classification systems [9, 15, 35] consist of a face-tracking method, following by the cropped face passed on to a CNN-based classifier for classification as Real or Fake [1, 8]. The final label of a video is usually the aggregation of the labels for some candidate frames of the video.

While it seems intuitive that exploiting temporal dependencies using sequence models should improve a detector’s ability to spot manipulated videos, the insights from the results of the DFDC challenge [11, 12] show that the best performing models operate on a frame level. In fact, the winning team [35] of the DFDC challenge explicitly noted that ideas besides the frame-by-frame detector did not improve their performance on the public leader-board. One reason we anticipate for this is that the recent DeepFake generation techniques have improved temporal consistencies in the videos; however creating plausible face-swaps in images is still challenging due to the artifacts introduced by upsampling methods in autoencoders.

In our work, we focus on the top three winning entries [9, 15, 35] of the DFDC challenge. In order to understand their vulnerabilities, we first studied the commonalities across these detection methods. Our objective was to gain insight into what the detector is looking at when it makes a decision about a video being Real or Fake. This is typically done by obtaining the gradient of the score of the predicted class with respect to the input image and plotting the magnitude of these gradients as a heat-map. Back-propagating gradients naively does not result in interpretable visualizations. This is because we only care about pixels which activate a neuron rather than suppress it (suppression is indicated by negative gradients) [38]. Therefore, we use guided backpropagation which defines custom gradient estimates for activation functions like ReLU and suppresses negative gradients during the backward pass [38]. We then standardize the gradient obtained with respect to the input and overlay the heat-map on the frame to visualize the areas of the image that trigger the network’s output. Figure 1 shows some examples of the saliency maps obtained while analyzing two different detectors on DeepFake videos.

Our initial observations on these saliency maps suggested that different CNN-based detection methods attend to similar aspects of the input frame for predicting the label. These aspects include the edges of the face, the eyes, lips, teeth etc. These similarities across different detection
methods indicate that adversarially modifying such aspects of the image could potentially fool multiple detection methods. We validate this hypothesis in our work by studying the transferability of adversarial examples (Section 4) across different detection methods and proposing techniques (Section 3.4) that improve the transferability.

2.3. Prior Work on Fooling DeepFake Detectors

Neural network-based classification systems have been known to be vulnerable to adversarial examples. Adversarial examples are intentionally designed inputs to a machine learning (ML) model that cause the model to make a mistake [40]. Prior work has shown that gradient-based attacks can effectively fool neural networks [6, 14, 22, 29, 30, 36, 37] with a minimal amount of perturbation added to the original input.

Recently, gradient-based adversarial attacks have also been applied on CNN-based DeepFake detection systems to expose their vulnerabilities to adversarial examples [5, 13, 24]. While some of this past work [5, 13] focuses on attacks on image classification models, the authors of [24] study the vulnerability of video DeepFake detection methods which follow the same detection pipeline as the methods studied in our work. While this past work demonstrates that adversarial examples can fool video DeepFake detectors, designing such adversarial videos requires complete access to the victim model architecture and parameters (white-box attack). This assumption makes the threat very limited in a real-world scenario since the model architecture and parameters can be kept hidden by the service provider. The black-box attacks proposed in [24] require querying the victim model multiple times and access to the raw scores given by the classifier for each frame the attacker wishes to misclassify. The number of queries and access to raw classifier scores can be restricted to thwart the adversary thereby preventing this black-box attack.

Adversarial examples pose a practical threat to DeepFake detection if they are transferable across different detection methods. That is, if adversarial videos designed to fool some open source DeepFake detection method can also reliably fool other unseen CNN-based detection methods, it poses a real security threat to deploying CNN-based detectors in production. Several past works have studied this transferability property of adversarial examples where an attacker first generates an adversarial perturbation on a (white-box) surrogate source model, and then transfers it to the unknown target network [7, 14, 21, 27, 28, 39, 46].

In our work, we study the transferability of adversarial examples across various DeepFake detection methods. We find that differences in 1) input-preprocessing steps and 2) face detection methods across DeepFake detectors hamper the cross-model transferability of adversarial examples. We propose techniques to overcome these challenges in Section 3.4, and further propose more accessible attacks inspired from universal adversarial perturbations [4, 20, 23, 25, 33]. Universal adversarial perturbations pose a more practical threat to DeepFake detection since they can be easily shared amongst attackers and require no technical expertise in adversarial machine learning.

3. Methodology

3.1. Threat Model

Given a video (Real or Fake), our task is to adversarially modify the video such that the label predicted by a victim DeepFake detection method is incorrect. That is, we want to modify the videos such that the Fake videos are classified as Real and vice-versa. Misclassifying a Fake video as Real can be used by the adversary to propagate false information. Misclassifying a Real video as Fake can be used by the adversary to cover up an event that did actually happen.

The goal is to also ensure imperceptibility of the adversarial perturbation. In the image domain, \( L_p \) norms are commonly used to quantify the amount of perturbation added to create an adversarial input. The authors of [14] recommend constraining the maximum distortion of any individual pixel in the image using the \( L_\infty \) metric. In the attacks discussed in this paper, the adversarial perturbation is added to each frame of the input video to create the adversarially modified video. Following past work on fooling DeepFake detectors [24], we use the \( L_\infty \) metric to con-
strain the the amount of distortion added to each frame.

**Notation:** We follow the notation previously used in [6, 31, 24]: we define $F$ to be the full neural network (classifier) including the softmax function, $Z(x) = z$ to be the output of all layers except the softmax (that is $z$ are the logits).

That is:

$$F(x) = \text{softmax}(Z(x)) = y$$

The classifier assigns the label $C(x) = \arg \max_i(F(x)_i)$ to input frame $x$.

**Problem Formulation:** Mathematically, for each video frame $x$, we aim to find an adversarial frame $x_{adv}$ such that:

$$C(x_{adv}) = y \quad \text{and} \quad ||x_{adv} - x_0||_\infty < \epsilon$$

where $y$ is the target label. In our case the target label is Real for Fake videos and Fake for Real videos. In the upcoming sections, we study this attack goal in various attacker knowledge settings and constraints.

### 3.2. Victim Models

The victim models we consider in our work model DeepFake detection as a per-frame classification problem. These models further decompose the frame classification problem into the following two steps:

1. A face tracking model detects the bounding box of the face in each frame.
2. The cropped face is then pre-processed using some input transformations (e.g. resizing, center-cropping and normalization) and fed as input to a CNN classification model that scores the frame as Real or Fake.

Finally, the scores of all or a subset of the frames are aggregated to obtain the final label of the video. The above detection pipeline has been used by the top 5 winning entries of the DFDC challenge. The CNN architectures and data-augmentation procedures vary across different methods. Table 1 details various DeepFake detection methods considered in our work with their respective face detection methods and CNN architectures used for classification.

### 3.3. White-box attacks

In this setting, we assume that the attacker has complete access to the detection model, including the face extraction pipeline and the architecture and parameters of the classification model. To construct adversarial examples using the attack pipeline described above, we use the iterative gradient sign method [17] to optimize the following objective:

$$\text{Minimize } \text{loss}(x') \text{ where }$$

$$\text{loss}(x') = \max(Z(x')_o - Z(x')_y, 0)$$

Here, $Z(x)_y$ is the final score for target label $y$ and $Z(x)_o$ is the score of the original label $o$ before the softmax operation in the classifier $C$. The loss function we use is recommended by [6] because it is empirically found to generate less distorted adversarial samples and is robust against defensive distillation. We use the iterative gradient sign method to optimize the above loss function while constraining the magnitude of the perturbation as follows:

$$x_i = x_{i-1} - \text{clip}_\epsilon(\alpha \cdot \text{sign}(\nabla \text{loss}(x_{i-1})))$$ (2)

We continue gradient descent iterations until success or until a given number number of maximum iterations, whichever occurs earlier. We solve the optimization problem for each frame of the given video and combine all the adversarial frames together to generate the adversarial video. In our experiments, we demonstrate that we are able to successfully fool all the detection methods studied in our work in the white-box attack setting using the above attack. However, the transferability of adversarial examples generated using this attack across different methods is limited. In the next section we propose techniques to overcome this challenge.

### 3.4. Black-box: Transfer attacks

Past works (Section 2.3) have studied that adversarial inputs can transfer across different models. That is, an adversarial input that was designed to fool a particular victim model can possibly fool other models that were trained for the same task. This is because different models learn similar decision boundaries and therefore have similar vulnerabilities. However, for DeepFake detectors, the goal of making transferable adversarial videos is more challenging due to multiple steps involved in the DeepFake detection pipeline and the differences in these steps across various methods.

- Different face detection methods result in different face-crops.
- Different data-augmentation procedures during training result in different levels of robustness to adversarial examples.
- Different input pre-processing pipelines, such as image resizing, cropping and normalization parameters, vary across different detection methods.

Therefore, to craft transferable adversarial videos, it is important to ensure robustness to such differences across various methods. To accomplish this, we craft adversarial examples that are robust over a given distribution of input transformations [3]. Given a distribution of input transformations $T$, input image $x$, and target class $y$, our objective is as follows:

$$x_{adv} = \text{argmax}_x \mathbb{E}_{t \sim T}[F(t(x))_y] \text{ s.t. } ||x - x_0||_\infty < \epsilon$$

That is, we want to maximize the expected probability of target class $y$ over the distribution of input transforms $T$. To
solve the above problem, we update the loss function given in Equation 1 to be an expectation over input transforms $T$ as follows:

$$\text{loss}(x) = \mathbb{E}_{t \sim T} [\max(Z(t(x))_o - Z(t(x))_y, 0)]$$

Following the law of large numbers, we estimate the above loss functions for $n$ samples as:

$$\text{loss}(x) = \frac{1}{n} \sum_{t_i \sim T} [\max(Z(t_i(x))_o - Z(t_i(x))_y, 0)] \quad (3)$$

Since the above loss function is a sum of differentiable functions, it is tractable to compute the gradient of the loss w.r.t. to the input $x$. We minimize this loss using the iterative gradient sign method given by Equation 2. We iterate until a maximum number of iterations is reached or until the attack is successful under the sampled set of transformation functions, whichever happens first.

Next, we describe the class of input transformation functions we consider for the distribution $T$:

- Translation: We pad the image on all four sides by zeros and shift the pixels horizontally and vertically by a given amount. This transform ensures robustness to different face-detection and cropping pipelines across various methods. Let $t_x$ be the transform in the $x$ axis and $t_y$ be the transform in the $y$ axis, then $t(x) = (x + t_x, y + t_y)$.
- Downsizing and Upsizing: The image is first downsized by a factor $r$ and then up-sampled by the same factor using bilinear re-sampling.
- Gaussian Noise Addition: Addition of Gaussian noise sampled from $\Theta \sim \mathcal{N}(0, \sigma)$ to the input image. This transform is given by $t(x) = x + \Theta$

The details of the hyper-parameter search distribution used for these transforms can be found in Section 4.3. Empirically, we find that ensuring robustness of adversarial examples significantly improves attack transferability across various detection methods.

### 3.5. Universal attacks

While the transferability of adversarial perturbations poses a practical threat to DeepFake detectors in production, creating an adversarial video requires significant technical expertise in adversarial machine learning - the attacker needs to solve an optimization problem for each frame of the video to fool the detector.

To ease the process of fooling DeepFake detectors, we aim to design more accessible adversarial attacks that can be easily shared amongst attackers. Past works [22, 4, 25] have shown the existence of universal adversarial perturbations that can fool classification models in various input domains. We aim to find a single universal adversarial perturbation which when added across all frames of any video, will cause the victim DeepFake Detector to classify the video to a target label.

That is, we aim to find a targeted universal perturbation $\delta$ such that:

$$C(x + \delta) = y \quad \text{s.t} \quad ||\delta||_\infty < \epsilon \quad (4)$$

for “most” $x$ in our dataset where $y$ is the target class. We train separate perturbations for Real and Fake target labels. In order to ensure robustness to differences across detection methods, we incorporate the transformation functions described in Section 3.4. We train the universal adversarial perturbation on a dataset of videos that are labelled opposite from our target label. On this dataset of videos, we aim to maximize the log-likelihood of predicting our target label $y$. Additionally to ensure the imperceptibility of the adversarial perturbation we penalize the $L_2$ distortion of the perturbation by adding a regularization term in our objective. Thus, our final objective to train the a universal perturbation for a target label $y$ is as follows:

$$\text{Minimize} \sum_{x \in D} \mathbb{E}_{t \sim T}[L(F(t(x + \delta)), y)] + c||\delta||_2$$

such that $||\delta||_\infty < \epsilon \quad (5)$

Here, $L$ is the cross-entropy loss between the predictions and our target label, $c$ is a hyper-parameter to control the regularization loss and $x$ is an input frame of a video from our dataset $D$. Similar to Equation 3, we estimate the above expectation using $n$ samples as follows:

$$\mathbb{E}_{t \sim T}[L(F(t(x + \delta)), y)] = \frac{1}{n} \sum_{t_i \sim T} [L(F(t_i(x + \delta)), y)] \quad (6)$$

To ensure the constrain $||\delta||_\infty < \epsilon$, we express $\delta$ as follows:

$$\delta = \epsilon \cdot \tanh(p)$$

where $p$ is a trainable unconstrained parameter having the same dimensions as $\delta$. We fix the size of the perturbation vector $p$ to be $3 \times 256 \times 256$ in our experiments, but resize the perturbation using bilinear interpolation to match the size of our input $x$. We iteratively optimize the objective given by Equation 5 using gradient descent. In our experiments, we find that targeting certain DeepFake detectors not only results in input-agnostic universal perturbations but also model-agnostic universal perturbations.

### 4. Experiments

#### 4.1. Experimental Setup

**DeepFake detectors:** In our work, we consider the DeepFake detection methods proposed by the top three win-
Table 1. Different DeepFake detection systems studied in our work with their respective classification models, face detection models and detection AUC scores on the DFDC test set.

<table>
<thead>
<tr>
<th>Model</th>
<th>Team Name</th>
<th>Classifier</th>
<th>Face detection</th>
<th>AUC</th>
</tr>
</thead>
<tbody>
<tr>
<td>EN-B7 Selim [35]</td>
<td>Selim</td>
<td>EfficientNet B7</td>
<td>MTCNN</td>
<td>0.717</td>
</tr>
</tbody>
</table>

Table 1. Different DeepFake detection systems studied in our work with their respective classification models, face detection models and detection AUC scores on the DFDC test set.

- **Victim model**: The detection model that the attack/adversarial perturbation is trained on, in the complete-knowledge (white-box) attack scenario.
- **Test model**: The model on which we evaluate the attack - Can be the same as the victim model (white-box) or an unseen detection model (black-box).

**Datasets**: We craft adversarial videos for the first 100 Fake and 100 Real videos in the public DFDC validation set [12]. These videos contain a total of 30,300 frames. The videos are recorded in various lighting and background conditions and include people with different skin-tones.

**Evaluation Metrics**: After performing our attacks we combine the adversarial frames to create the adversarial video. We report the following metrics for evaluating our attacks:

- **Success Rate (SR)**: The percentage of videos for which we are able to successfully flip the original correct label predicted by a given detection method. Note that we do not take into account the videos that are originally mis-predicted by the classifier.
- **Mean distortion ($L_{\infty}$)**: The average $L_{\infty}$ distortion between the adversarial and original frames. The pixel values are scaled in the range [0,1], so changing a pixel from full-on to full-off in a grayscale image would result in $L_{\infty}$ distortion of 1 (not 255).

### 4.2. White-box attacks

In this section, we discuss the evaluation of the iterative gradient based white-box attack described in Section 3.3. Following past work [24], we set the max allowed $L_{\infty}$ norm $\epsilon$ as 16/255 and continue the attack iterations until the predicted score of our target label is greater than 0.99.

As shown in Table 3, for a given victim model, we are able to achieve 100% success rate for the same test model.

EfficientNet-B7 by NTech Lab requires the highest amount of adversarial perturbation under the $L_{\infty}$ metric as compared to other methods in this study. We also evaluate the extent to which these perturbations transfer across different methods. We find that perturbations trained to fool EfficientNet-B7 by Team NTech Lab result in the most transferable attacks as indicated by the higher success rates on other test models. This suggests that EN-B7 NLab is relatively more robust to adversarial perturbations in comparison to the other models used in this study (also indicated by higher $L_{\infty}$ perturbation required to fool EN-B7 NLab).

Figure 3 shows examples of adversarial faces generated using our simple white-box attack targeting different DeepFake detection methods. It can be seen that the original prediction and label of the video can be successfully flipped by adding an imperceptible amount of adversarial perturbation in a white-box attack setting.

![Figure 3: Examples of benign and adversarial video frames generated using our simple white-box attack targeting different DeepFake detection methods.](image)

4.3. Transfer attacks

To improve the transferability of adversarial examples across different methods, we perform our transfer attack described in Section 3.4 and evaluate the adversarial videos against unseen detection methods in a black-box setting. The hyper-parameters of the transformation functions used for the attack have been provided in Table 2. All other attack hyper-parameters are kept the same as our simple white-box attack.

As indicated by the results in Table 4, we are able to significantly improve the transferability of adversarial perturbations across different detection methods as compared to our simple white-box attack. The adversarial perturba-
Table 2. Search distribution of hyper-parameters of different transformations used for our transfer attack. During training, we sample three functions from each of the transforms to estimate the gradient of our expectation over transforms.

Table 3. Attack success rates of the white-box attacks (Section 3.3) on different victim models and their transferability to unseen detectors (test models).

Table 4. Attack success rates of the transfer attacks (Section 3.4) on different victim models and their transferability to unseen detectors (test models).

Table 5. Attack success rates of the universal attacks (Section 3.5) on different victim models and their transferability to unseen detectors (test models).

Figure 4. Examples of benign and adversarial video frames generated using our transfer attack targeting different DeepFake detection methods.
the sections above. Figure 5 shows examples of universal adversarial perturbations trained on different DeepFake detectors and the resulting adversarial images obtained after adding the perturbation to the face-crop of the benign frame.

We perform an additional experiment to study the effectiveness of universal adversarial perturbations at different magnitudes of added perturbations. We choose EN-B7 NLab as the victim model and perform our universal attack at different values of $\epsilon$. The attack success rates across different models are shown in Figure 6. Figure 7 shows what a perturbed image looks like at different values of $\epsilon$. At $\epsilon < 0.1$, the perturbation is fairly imperceptible but can still achieve high success rates on various test models.

5. Conclusion

We design transferable black-box attacks which pose a practical threat to the security of DeepFake detection. Through our design of universal adversarial perturbations, we demonstrate the ease of accessibility of such attacks since the same perturbation can be added to all the frames of any video in order to bypass multiple detection systems. By bypassing recently proposed state-of-the-art DeepFake detection networks with our proposed attack algorithms, this work emphasizes the need for stronger detection methods that are robust to adversaries.
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