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Abstract

In this paper, we are concerned with rotation equivari-
ance on 2D point cloud data. We describe a particular set
of functions able to approximate any continuous rotation
equivariant and permutation invariant function. Based on
this result, we propose a novel neural network architecture
for processing 2D point clouds and we prove its universality
for approximating functions exhibiting these symmetries.

We also show how to extend the architecture to accept a
set of 2D-2D correspondences as indata, while maintaining
similar equivariance properties. Experiments are presented
on the estimation of essential matrices in stereo vision.

1. Introduction

The need to interpret and process point clouds arises in
many different application areas such as autonomous driv-
ing, augmented reality and robotics [18]. Basic problem ex-
amples in computer vision are classification, segmentation
and object detection as well as correspondence problems in
multiple view geometry [34] . Considering as input object a
point cloud or a pair of point clouds, it is a natural require-
ment that permuting the order of the points doesn’t change
the object in question. Such a permutation should there-
fore not change the way the points are processed. This per-
mutation symmetry needs to be considered when designing
a neural network for point cloud input, which is typically
done by having equivariant network layers. Another possi-
ble symmetry is rotation of the point clouds about the origin.
For an example of a single point cloud processing task that
is rotation equivariant, see Figure 1. We will also consider
rotational symmetries for pairs of point clouds.

Equivariance. Let us introduce some notation and pro-
vide a formal definition of equivariance. Given a group G
we consider sets which exhibit G-symmetries (in a sense to
be made precise shortly) and functions between such sets.
A G-set is a set X equipped with a G-action, i.e., a group
homomorphism φ from G to the group of bijections from

Figure 1. A simple example of rotation equivariance. The illus-
tration shows the task of determining the direction to the North
Star given other stars in the night sky. The input is the set of lo-
cations of the visible stars in some 2D coordinate frame. Rotation
equivariance of the point cloud processor f means here that the de-
termined direction should rotate if the night sky (or the observer)
rotates. (Picture of stars [2].)

X to X . One should think of a G-action φ as a way to re-
late elements of G to symmetries of X . Typically, we will
suppress the group homomorphism in the notation and write
gx or g∗x for φ(g)(x). An example of a G-set is Cm acted
on by the permutation group Sm. Note that Sm could act
on Cm in different ways and we must specify the action to
describe a G-set. The canonical action is to permute the
m dimensions, but another obvious action is the trivial ac-
tion given by πZ = Z for all π ∈ Sm and all Z ∈ Cm.
If we have two G-sets X and Y , we say that a function
f : X → Y is (G-)equivariant if it commutes with the G-
actions: f(gx) = gf(x). A special case is when the action
on Y is trivial and then we call f invariant: f(gx) = f(x).
For more information on groups, symmetries and equivari-
ance in general, we refer to e.g. [22].

In this paper, we focus on the group SO(2) × Sm. The
SO(2)-action on a point cloud is given by rotating all points
about the origin and the Sm-action is given by permuting
the points.1 More concretely, we are concerned with func-
tions that are invariant to permutations, but equivariant to

1Technical note: These two actions commute with each other and hence
define an SO(2)× Sm-action.
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rotations. Let us call the set of such functions R(m).
Additionally, we go further, and describe new results and

neural network architectures for the case of clouds of pair of
points, or correspondences. In this case, we deal with func-
tions that are permutation invariant, rotation equivariant to
one of the clouds, and rotation invariant with respect to the
other. We call this set of functions R2(m).

An obvious limitation with our work is that we only deal
with SO(2)-equivariance and not higher order rotations.
Still, it is an important case with many different applica-
tions. For instance, in many scenarios, invariance with re-
spect to rotation around one axis is the correct model. An-
other example is essential matrix estimation [16], which we
will explore in Section 5.2. Note that the derivations are
simplified and the computations can be made more efficient
as the group of 2D rotations is commutative, which is not
the case for SO(d) with d > 2.

The main contributions of this paper are as follows. First,
we describe a dense set of equivariant functions on 2D point
clouds (Theorem 2). With that set as a basis, we describe a
neural network architecture for approximating the function
space R(m) and prove its universality (Theorem 3). We
then present how to extend that architecture to also cover
R2(m) and discuss the extension’s universality properties.
We test our architecture on a (toy) rotation estimation prob-
lem and the estimation of essential matrices in stereo vision.

1.1. Related work

Equivariance for regular image grids has been studied in
various settings, ranging from classical CNNs for transla-
tion invariance [14, 24] to rotation and rigid transformation
invariance [42, 44, 45]. Equivariance on more general do-
mains and under general groups has also been investigated
in a recent line of research. In particular there has been a
focus on describing linear equivariant functions, which can
be alternated with non-linearities to obtain equivariant neu-
ral network architectures [1, 4, 5, 12, 23]. Recent surveys of
the theory include [3, 15, 43].

There exist a number of high-performing deep learning
architectures for 3D point cloud processing, mostly targeted
for recognition, classification and segmentation, including
methods that do not take rotation equivariance into account
[33, 54] and methods that do consider the effects of rota-
tions [7, 13, 31, 37]. The approach most similar in spirit to
ours is [47], but while we let every point in the point cloud
gather information from all others to obtain rotation invari-
ant and permutation equivariant features, they use the sorted
Gram matrix of local neighbourhoods to obtain local rota-
tion and permutation invariant features. They do not prove
the universality of their approach.

We focus on 2D rather than 3D. While the approaches
for the 3D case could be modified to apply to the 2D case
as well, doing so would not take advantage of the fact that

the 2D case is simpler. Specifically, all rotations in 2D com-
mute and this fact plays a crucial role in our proofs.

Our work is inspired by fundamental theoretical results
in machine learning which aim to characterize equivariant
point cloud networks. In the seminal work of [52], all per-
mutation equivariant functions were shown to belong to a
particular family of functions from which equivariant net-
work architectures can be constructed. In more recent work,
the theory has been further developed and additional sym-
metries have been considered [20, 29, 30, 41, 50]. In [8], the
authors present a method for proving universality for ro-
tation equivariant point cloud networks in 3D. Their proof
technique is applicable to networks which allow latent fea-
tures consisting of arbitrary high order tensors, such as for
e.g Tensor Field Networks [37]. In contrast, our networks
only need to handle tensors of order two.

While finalizing this work, we were made aware of the
concurrent papers [40, 49], with an approach that is related
to ours. In fact, Proposition 10 of [40] is similar to our The-
orem 2 but for the group O(2) instead of SO(2) (in fact,
they deal with a d-dimensional underlying space and the
group O(d)). In particular, we make a more thorough de-
scription and analysis of neural network architectures.

From an application point-of-view, we are interested in
correspondence problems and more generally, robust fitting
problems in multiple view geometry. State-of-the-art deep
learning approaches in this context include early work such
as CNe [51] and OANet [53] but also the more recent ap-
proaches ACNe [36] where attentive context normalization
is shown to improve permutation-equivariant learning and
T-Net [55] which also consists of a permutation equivariant
network that is able to capture both global and channel-wise
contextual information. However, these methods only in-
corporate permutation equivariance, which make them de-
pendent on the coordinate frame of the points. We give ex-
perimental comparisons to some of these approaches.

Notation. Throughout the entire paper, we will iden-
tify R2 with C. The group SO(2) of rotations is then
naturally identified with the unit circle S ⊂ C. To
keep things simple, we understand point clouds as vectors
Z = (z0, . . . , zm−1) ∈ Cm, where m is the number of
points. Note that the action of SO(2) on Cm can be sim-
ply written θZ, where θ ∈ S and that this can be equiv-
alently read as complex multiplication or an action of the
rotation group. We write [m] for the set of indices from 0
to m − 1. The group of permutations is denoted Sm, and
for π ∈ Sm, we let π∗Z denote the permuted version of Z,
i.e., [π∗Z]i = Zπ−1(i). As in [29], we extend the latter to
tensors: for T ∈ (Cm)⊗2, [π∗T ]ij = Tπ−1(i)π−1(j). Let us
further denote the subgroup of permutations which fix the
0-element, i.e., {π ∈ Sm |π(0) = 0} with Stab(0), which
is called the stabilizer of 0. Finally, we let τi ∈ Sm be the
transposition of i and 0.
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2. Approximating functions in R(m)

In this section we describe the theory underlying our per-
mutation invariant, rotation equivariant neural network ar-
chitecture. We denote the set of continuous rotation equiv-
ariant and permutation invariant functions, i.e., functions
f : Cm → C with f(θπ∗Z) = θf(Z) for all π ∈ Sm

and θ ∈ S with R(m).2 Throughout the paper, m is fixed.

2.1. A dense set of functions in R(m)

To get an idea of how to design a network for approxi-
mating functions on R(m), let us look at the DeepSet [52],
or PointNet [33], architectures. In a nutshell, the reason
that they are universal for approximating permutation in-
variant functions is that all such functions can be writ-
ten as χ(

∑
i∈[m] ϱ(zi)) for some K ∈ N and functions

ϱ : C → RK and χ : RK → C. A natural Ansatz for
approximating functions in R(m) is therefore to use a net-
work of the same structure, but letting ϱ and χ be rotation
equivariant. Unfortunately, this simple idea will provably
not succeed.

Proposition 1. For any m ≥ 5, there are functions f ∈
R(m) that cannot be uniformly approximated only using
functions as χ(

∑
i∈[m] ϱ(zi)) for χ and ϱ rotation equiv-

ariant.

The technical proof is given in Section A.2 in the sup-
plementary material. An idea for a design is instead given
by the following theorem.

Theorem 2. The set of functions on the form

f(Z) =
∑
i∈[m]

γ(τ∗i Z)zi, (1)

where γ is an arbitrary continuous, rotation invariant and
Stab(0)-invariant function, is dense in R(m).

We remind the reader that τi is the transposition of 0 and
i. The proof of Theorem 2, which rests upon the density of
polynomials and algebraic manipulations of them, is found
in Section A.3 in the supplementary material. Let us here
instead concentrate on intuitively explaining it.

It is fruitful to interpret the values (γ(τ∗i Z))i∈[m] as
scaled rotations ciθi, with ci ∈ R and θi ∈ S. Consider-
ing this, (1) can be interpreted as a weighted centroid of the
point cloud, where each point can be individually rotated
prior to calculation of the weighted centroid.

To calculate the rotation invariant weight γ(τ∗i Z) for
point zi, we are allowed to examine the entire cloud, and not
only zi. Hence, (1) can be interpreted as an attention mech-
anism (compare, e.g., [13,19,25,36,39,46,48]) – when cal-
culating ‘its’ weight, zi can attend to all other points in the

2R for rotation.

network. It does not however do so in an arbitrary fashion:
when calculating γ(Z), because of the Stab(0)-invariance,
the point z0 takes a special role, but the collective (zi)i≥1

is treated like a set. In the vector τ∗i Z, the special, first,
position is occupied by zi. Hence, when zi calculate ‘its’
weight, it is allowed to attend to its own position zi and to
the positions of the rest of the points (zj)j ̸=i as a set. Fi-
nally, note that the weight calculation function γ is shared
by all the points.

2.2. A universal architecture for R(m)

We now describe how a neural network for approxima-
tion of functions in R(m) can be built. In the light of The-
orem 2, we should design a weight unit α : Cm → C which
is invariant to both rotations and Stab(0)-permutations, ap-
proximating the function γ. As for the rotation invariance,
we propose to let the network simply act on the tensor
Z⊗Z = (zizj)i,j∈[m] instead of Z – since Z⊗Z is invari-
ant to rotations of the network, the entire network will then
automatically also be. Note that the real part of Z ⊗ Z is
the Gram matrix of scalar products (⟨zi, zj⟩)i,j∈[m], where
we see the zi as vectors in R2. This strategy hence has clear
connections to [47], which uses sorted Gram matrices of
local neighbourhoods. Compared to them, we apply a dif-
ferent way of handling the Stab(0)-invariance. We follow
a canonical design idea for equivariant networks – first al-
ternately apply equivariant linear layers and pointwise non-
linearities, add an invarizing step, and thereafter apply fully
connected layers. We denote the resulting set of neural net-
works NS(m).3 In the following closer description, ‘linear
layer’ always refer to a real-linear layer with bias term.

The NS(m) architecture is constructed as follows (cf.
Figure 2):

Early layers. The very first layer consists of applying a
Stab(0)-equivariant linear layer

B0 : (Cm)⊗2 → (Cm)ℓ1

to Z ⊗Z. Here, as in the following, ℓj refers to the number
of channels in layer j. Then, a nonlinearity ρ : C → C
is applied pointwise, i.e., ρ(X)i = ρ(xi). Concretely, we
use a standard activation function separately applied to real-
and imaginary parts.

Subsequently, L Stab(0)-equivariant layers

Bi : (Cm)ℓi → (Cm)ℓi+1

are applied in alternation with a pointwise linearity ρ : C →
C. The final output of the early layers is a multivector V ∈
(Cm)ℓL

Invarization step. Next, we calculate v =
∑

i∈[m] vi .
Note that this transforms the Stab(0)-equivariant multivec-
tor V into a Stab(0)-invariant multiscalar v. In fact, we

3N for network and S for stabilizer.
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Figure 2. The NS(m) (left) and NS+(m) (right) architectures. Note that one of the points take on a special role in the left architecture,
whence the highlightings.

could here instead apply any Stab(0)-invariant functional,
but we concentrate on summation for simplicity.

Late layers. Finally, a number of fully connected layers
are applied to v.

Importantly, the very first linear layer maps into a space
of multivectors, rather than multitensors. This saves a sig-
nificant amount of memory compared to letting all early
layers handle multitensors, which would be the naive way
to process the tensor Z ⊗ Z. In fact, it is even possible to
apply the first layer without explicitly calculating Z ⊗ Z –
see Section C of the supplementary material.

When implementing NS(m), one of course needs a way
to parametrize the Stab(0)-equivariant linear layers. In
Section A.4 of the supplementary material, heavily building
on the results from [29] about permutation equivariant
linear maps, we provide such a parametrization. It is
not needed to know this construction in order to follow
the rest of the paper. Let us just note that the number of
parameters needed to describe each input-output-channel
pair is independent of m (just as for the permutation
invariant layers in [29]).

In order to build a provably universal architecture for
R(m), it turns out that the above approximation of the γ-
function is not enough. We instead need to add another
component, a ‘vector unit’ ψ : C → C acting on the indi-
vidual points zi. These units use fully connected complex-
linear linearities without bias and complex ReLUs ρC,

ρC(z, η) = ReLU(|z| − η) z
|z|

as nonlinearities. Here, η ∈ R+ is a learnable parameter,
and ReLU is the real ReLU. Note that ρC is rotation equiv-
ariant. Since the complex-linear maps also are, the entire
ψ-unit automatically becomes rotation equivariant. Let us
call the set of such rotation equivariant networks NC.4

Using α-units from NS(m) and ψ-units in NC, we may

4N for network and C for complex.

now build a set NR(m)5 of rotation equivariant, permuta-
tion invariant Ψ networks through

Ψ(Z) =
∑
i∈[m]

α(τ∗i Z)ψ(zi). (2)

Our main result is now that this architecture is universal for
R(m).

Theorem 3. NR(m) is universal for R(m).

Proof Sketch. The entire proof is too long to present here,
and is postponed to Section A.5 of the supplementary ma-
terial. Let’s however sketch it.

Step 1: Universality of NS(m). First, one proves that
for any ϵ > 0, NS(m) is dense in the set of Stab(0)- and
rotation invariant function when restricting to point clouds
with |z0| > ϵ. Intuitively, we apply the Stone-Weierstrass
Theorem [35, 7.32] to show that α can approximate any
function of the form ϕ(|z0|2, z0Z), where ϕ is permuta-
tion invariant with respect to the second argument. Since
we are only concerned with the case of |z0| ≠ 0, the map
Z → (z0, z0Z) is injective. From that, we obtain the claim.

Step 2: Universality of NR(m). The first step shows
that for any fixed ϵ > 0, α can be chosen so that α(τ∗i Z) ≈
γ(τ∗i Z) as long as |zi| > ϵ. However, since the product
γ(τ∗i Z) · zi is small if |zi| < ϵ, we can still achieve a good
approximation anywhere. This is the technical reason for
the inclusion of the vector unit – it can eliminate any prob-
lem with large α(τ∗i Z)-values when zi is small.

3. Modifications of the universal architecture
Although the architecture in the previous section is uni-

versal, we will modify it in a number of ways before using
them for our experiments.

3.1. A richer, parallel architecture

In the NR(m)-nets, note that each permuted version
τ∗i Z of the cloud is sent through the α-unit individually. It

5N for network and R for rotation.
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would intuitively be better to calculate all weights in paral-
lel, and in that process let the weight values ‘communicate’
with each other. A simple way to achieve this is the follow-
ing modification, which we denote NS+(m).

The NS+(m) architecture consists of the following:
(see also Figure 2).

Early layers. Apply an Sm-equivariant linear layer

B+
0 : (Cm)⊗2 → ((Cm)⊗2)ℓ1

to Z ⊗ Z. Subsequently, apply, in alternation, a point-wise
non-linearity and Sm-equivariant layers

B+
i : ((Cm)⊗2)ℓi → ((Cm)⊗2)ℓi+1 .

The final output of the early layers is then a multitensor
T ∈ ((Cm)⊗2)ℓL .

Invarization step. Next, V = (
∑

j∈[m] Tij)i∈[m]

is calculated, which transforms the Sm-equivariant multi-
tensor T to an Sm-equivariant multivector V .

Late layers. Now apply, in alternation, Sm-equivariant
layers Ci : (Cm)ℓL+i → (Cm)ℓL+i+1 and pointwise non-
linearities. The final network output is α+(Z) ∈ Cm.

We also modify the architecture for calculating the ψ-
units: We still use ρC as the non-linearity and apply C-linear
layers, however Sm-equivariant such to the entire cloud Z.
The final output of such networks is thus a vector ψ+(Z) ∈
Cm. The set of these networks are called NC+.

Given an α+ ∈ NS+(m) and a ψ+ ∈ NC+, we now
build a network Ψ+ through

Ψ+(Z) =
∑
i∈[m]

α+(Z)i · ψ+(Z)i

Let us denote the set of these networks NR+(m). These
networks are still equivariant, and are at least as expressive
as the non-modified ones.

Proposition 4. (i) The new architecture has the correct
equivariance, i.e., NR+(m) ⊆ R(m).
(ii) The new architecture is at least as expressive as the non-
modified, i.e., NR(m) ⊆ NR+(m).

See Section A.6 in the supplement for a proof.
It does take more parameters to parametrize each input-

output-channel pair of the linear layers in the NR+(m), but
this can be compensated by using less input-output-channel
pairs. As for the memory requirements, we have to handle
2-tensors in memory, which leads to a quadratic cost. This
is worse than the NR(m)-architecture, whose memory cost
is only linear. However, recall that we need to calculate m
values α(τ∗i Z), i ∈ [m] for each application of the net-
work. If we want to parallelize those calculations, which
we should do for efficiency, we need to handle m vectors,
again resulting in a quadratic memory cost.

A subtle, but nonetheless reasonable, reason for using
the NR+(m)-architecture instead of the NR(m) architec-
ture is that it allows for more exchange of information be-
tween the points. As an example, notice that when calcu-
lating the weight α(τ∗i Z), each early layer in an NR(m)-
net is only allowed to attend to one vector, which can be
seen as a preliminary version of the vector weight. In
the NR(m)+-architecture, it is additionally allowed to at-
tend to all the ‘preliminary weight vectors’, i.e., the other
columns of the input tensor (as a set). This arguably makes
the modified architecture more versatile.

4. Approximating functions in R2(m)

In our experiments, we will actually consider tasks
which take pairs (Z,X) of point clouds as indata. Thereby,
we assume that for each i, the points zi and xi correspond
to each other, meaning that we only get invariance towards
simultaneous permutations of both clouds. The tasks we
consider will be (or will be transformed into ones that are)
rotation equivariant with respect to one cloud, and rotation
invariant with respect to the other. That is, we will have to
approximate functions f such that for every π ∈ Sm and
θ, ω ∈ S, we have

f(θπ∗Z, ωπ∗X) = θf(Z,X).

We denote the set of such functions R2(m).
We can use the same ideas as above to build an architec-

ture for them. We propose to use the exact same scheme,
with the only difference that the very first layer L of the
α-unit depends on Z ⊗ Z and X ⊗X , as

L(Z,X) = A(Z ⊗ Z) +B(X ⊗X),

where A and B are linear layers of the same flavor as for
NR(m) and NR(m)+, respectively. This yields architec-
tures NR2(m) and NR+

2 (m). In Section A.7 of the sup-
plementary material, we prove that NR2(m) is not dense
for the whole of R2(m). We however also prove that if we
only consider cloud pairs (Z,X) for which no points close
to the origin in X correspond to points far away from the
origin in Z, we again obtain universality for both versions.

4.1. A deeper architecture

We can easily combine several weight and vector units
αk ∈ NS+(m), ψk ∈ NC+, to build an iterative architec-
ture. If Z = Z0 is the input cloud, we iteratively define new
clouds Zk through

zk+1
i = α+

k (Z
k)i · ψ+

k (Z
k)i,

i ∈ [m]. A particular case where such chains of units can
be especially beneficial is the case when the cloud is filled
with outliers. The weight units of early layers can then be
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Figure 3. The architecture of a ZZ-unit. Two clouds are fed into
SO(2)-invariant weight units and SO(2)-equivariant vector units,
and then combined to produce a new pair of clouds. Best viewed
in color.

used to filter those out, by giving the outliers small weights.
They will then cluster around the origin, which can safely
be ignored by later weight units. This is in spirit similar to
(attentive) context normalization [36, 51].

In the cloud pair case, we can iteratively construct new
pairs of clouds by chaining pairs of weight and vector units
(see Figure 3):

zk+1
i = α+

k (Z
k, Xk)i · ψ+

k (Z
k)i,

xk+1
i = β+

k (Xk, Zk)i · ϕ+k (X
k)i.

The final output of such a network is then a pair of scalars
(F0(Z,X), F1(X,Z)), where the first scalar is equivariant
to rotations in the first cloud, and invariant to rotations in
the second, and vice versa. If we let αk = βk and ψk =
ϕk, we will even obtain a network which is equivariant to
switching the pairs. This is the version we are using in our
experiments. Since the weight-units are using tensors of the
formZ⊗Z as input, we will refer to such layers as ZZ-units.

To obtain a rotation equivariant output of the network,
we sum over i in the final (respective) cloud. The set of
such obtained architecture will be referred to as ZZ-nets.

4.2. Limitations of the architecture

Although our architecture is provably universal, it has its
limitations. First and foremost, it operates on tensors rather
than vectors, making its memory requirement quadratic in
the number of points per cloud. Secondly, all linear layers
of our architecture are global in nature, which could hurt
performance.

A simple way to mitigate these issues would be to let the
weight units α only operate on the nearest neighbors to zi
when calculating the weight for i – we would then return
to a memory requirement which is linear in the cloud sizes,
and induce locality. However, such an architecture would
not be universal.

Figure 4. A pair of noisy point clouds as used in the rotation esti-
mation experiments. The inlier points are larger and colored green
for illustration purposes. Here the outlier ratio r is 0.4.

5. Experiments

Here we present two experiments to demonstrate our net-
work in action. Further details about the experiments are
given in Section B of the supplementary material. Code for
the experiments is available at github.com/georg-bn/zz-net.

5.1. Estimating rotations between noisy point clouds

Let us, as a proof of concept more than anything else,
test our model on a toy problem: Given a point pair (Z,X),
estimate a rotation R(Z,X) so that X = R(Z,X)Z.
This rotation responds to rotations of either cloud through
R(θZ, ωX) = ωθR(Z,X).

If Z and X are completely noise-free, this is of course
trivial (one can e.g. calculate z0/x0). In order to make the
problem more challenging, we consider a setting with both
inlier and outlier noise.

Data. We synthetically generate data. The details of
the data generation are presented in the supplementary B.1.
Each point cloud pair (Z,X) contains m = 100 correspon-
dences out of which a fraction r are outliers. The inliers lie
on a triangle with low-level inlier noise. An example pair is
shown in Figure 4.

Models. We test two versions of our model: A ‘broad’
and a ‘deep’ one. The ‘broad’ model consists of a single
ZZ-unit, with 2 early and 3 late layers in the weight unit,
and 2 layers in the vector unit. The ‘deep’ model consists
of three ZZ-units, where each unit only has 1 early and 2
late weight-layer units, and 1 vector layer, and each such
layer is smaller than for the broad model. The broad unit
has around 4k, and the deep around 7k, parameters in total.

We train a unit with weights shared, thus outputting two
scalars F (Z,X) and F (X,Z). The final output of our
model θ̂(X,Z) = F (X,Z)F (Z,X) ∈ C then responds
correctly to rotations of either cloud.

For comparison, we implement two alternative models.
A PointNet and a simplified version of ACNe [36] which
we call ‘ACNe−’. They have 34k and 11k parameters re-
spectively. Details about these models are presented in the
supplementary B.1.

Experiments. We test each of the models on four outlier
ratios: 0.4, 0.6, 0.8 and 0.85. We use an ℓ2-loss between
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Outlier ratio r = 0.4
Threshold 1◦ 5◦ 10◦

Broad ZZ-net .42 .97 .99
Deep ZZ-net .85 .99 1.0

PointNet .02 .45 .78
ACNe− .05 .63 .96

Outlier ratio r = 0.8
Threshold 1◦ 5◦ 10◦

Broad ZZ-net† .03 .46 .81
Deep ZZ-net .32 .90 .96

PointNet .03 .25 .54
ACNe− .01 .27 .69

r = 0.6
1◦ 5◦ 10◦

.21 .87 .96

.84 .99 .99

.03 .34 .67

.04 .54 .90
r = 0.85

1◦ 5◦ 10◦

.02 .24 .50

.11 .73 .90

.03 .21 .37

.02 .45 .75

Table 1. Results for rotation estimation with varying outlier ratios.
†This experiment was stopped early due to severe overfitting.

the ground truth rotation and the output of the networks,
and manually tune hyperparameters to optimize the mean
error on the validation set.

To evaluate the experiments, we test how many of the
ground truth rotations the models can estimate within an
error that corresponds to a difference 1◦, 5◦ and 10◦ for
two normalized complex numbers (note that the output of
our models is not necessarily normalized), respectively. The
results are presented in Table 1. The broad model easily
beats the PointNet model, and also the ‘ACNe−’-model for
low outlier ratios, but starts to struggle against the context-
normalization based model for r = 0.85. The deep model
however easily outperforms all other models.

We notice that some models struggled somewhat on the
r = 0.8-data set. We had to stop the broad model early
due to severe overfitting, and the ‘ACNe−’ model did worse
on the 0.8-set than on the 0.85-set. We suspect that this ul-
timately boils down to the fact that due to our data genera-
tion method, the actual outlier ratios are random. Therefore,
the 0.8 dataset could contain some especially hard examples
just by chance.

5.2. Essential matrix estimation

The input in the problem is a (noisy) set of calibrated
2D-2D correspondences {(p1, p2)}, where p1, p2 ∈ R2 are
points of interest in two images of the same object. The task
is then to estimate the essential matrix E ∈ R3×3 such that
p̃T2 Ep̃1 = 0 for the (correct) correspondences. Here, p̃ is the
homogeneous representation of p obtained by adding a third
coordinate 1 to p. See [16] for an in depth description of
essential matrices. Considering the points {p1} as elements
of C and stacking them into a vector yields the Z vector
considered in earlier sections, and similar for {p2} and X .

Rotation equivariance of E. If p̃T2 Ep̃1 = 0 for a set of
correspondences {(p1, p2)}, it follows that if we rotate p1
by an image plane rotation R ∈ SO(2), say to q1 = Rp1,

then p̃T2 ER̃
T q̃1 = 0 where R̃ ∈ SO(3) is the rotation

obtained by applying R as a rotation around the z-axis.
Hence, ER̃T is an essential matrix for the correspondences
{(q1, p2)}. Similarly one shows that a rotation of p2 to
q2 = Rp2 yields an essential matrix R̃E for the correspon-
dences {(p1, q2)}.

The essential matrix has an SVD of the form E =
USV T , where U and V are orthogonal and S =
diag(1, 1, 0). Since E is only determined up to scale, we
can choose U and V as rotation matrices. It is then possible
to decompose U and V into Euler rotations about the z- and
y-axes: E = Rz,2Ry,2Rz′,2SR

T
z′,1R

T
y,1R

T
z,1 where we can

merge Rz′,2 and Rz′,1 as they commute with S. We obtain
E = Rz,2Ry,2Rz′SRT

y,1R
T
z,1 and we have one degree of

freedom for each R, thus five in total, as expected.
The equivariance properties of E imply that Rz,1 is

equivariant to rotations in p1 and Rz,2 is equivariant to ro-
tations in p2, both while being invariant to rotations of the
other cloud. The other matrices are invariant to rotations
in both clouds. We design the network to output five com-
plex numbers on the unit circle S, where two of them lie in
R2(m), and three are invariant to rotations in either cloud.

The model: ZZ-net. We use a back-bone architecture B
with three ZZ-units, the first two units having 2 early, 2 late
and 2 vector layers and the last unit having 1 early, 1 late and
1 vector layer. We also add skip-connections between the
units in the back-bone for ease of training. This back-bone
outputs 8 channels of point clouds which are fed into two
further units. One is a ZZ-unit E which is responsible for
predicting the equivariant Rz,2 and Rz,1. The second is a
PointNet I that takes as input the α+-values of the last layer
of the back-bone (which are rotation invariant) to predict the
invariant Ry,2, Ry,1 and Rz′ .

To account for the symmetry of changing order of the
clouds, we approximate Rz,1 with E(B(Z,X)), and Rz,2

with E(B(X,Z)). In turn, I(B(Z,X)) yields two rotations:
Ry,1 and Rz′,1, while I(B(X,Z)) yields Ry,2 and Rz′,2.
Rz′,1 and Rz′,2 are combined to form Rz′ = Rz′,2R

T
z′,1.

In total, the architecture thus outputs five rotations. It has
around 55k parameters.

Similar to OANet [53], we use a geometric loss based on
virtual matches generated from the ground truth essential
matrix. For further information on the model and training
setup, see the supplementary B.2.

Data. We use the subset of the YFCC100M data [38]
corresponding to the sequence ‘Reichstag’ compiled by
[17]. Two example images can be seen in Figure 5. The
image sequence is processed to obtain SIFT-matches [28]
between image pairs using code supplied by the authors of
CNe [51]. Some image pairs are discarded due to visibil-
ity issues and for each remaining image pair 2000 corre-
spondences are found, many of which might be incorrect
matches. The obtained dataset is quite small – the training
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Figure 5. Two images from the ‘Reichstag’ data.

set consists of 3302, the validation set of 56 and the test set
of 52 point cloud pairs6. Therefore our experiments should
be viewed as a limited data case study.

Evaluation metric. From the essential matrix we can re-
cover the rotation between the two views and the translation
between the views up to scale. We evaluate the estimated es-
sential matrix in terms of the mAP score proposed by [51],
which is a measure of error in angle of the estimated trans-
lation and rotation axes.

Comparisons. We compare against CNe [51],
OANet [53] and ACNe [36]. These methods build on the
idea of learning inlier weights for the correspondences and
using a weighted formulation of the 8 point method [27]
as a final layer in the network. They are all very good at
handling outliers, as they are explicitly trained on classify-
ing each correspondence as an inlier or outlier as well as
outputting a reasonable essential matrix. In contrast, our
network is only trained to output a reasonable essential ma-
trix but does it in a way that is resilient to rotations of the
data, which is not part of the other frameworks. We do not
compare against T-net [55] as they have not published their
code at the time of writing.

We retrain the implementation of the authors of CNe,
OANet and ACNe on the ‘Reichstag’ dataset. For the sake
of fairness, we do not use RANSAC at test time. Note
that therefore our reported numbers for CNe are below what
they report in their paper. CNe has 394k parameters, ACNe
400k parameters and OANet 2347k parameters.

Rotated test data. To demonstrate the resilience of our
method to rotation perturbations of the data, we evaluate
both on the original test data as well as versions of the
test data where the p1 points are rotated a random amount
(and the ground truth essential matrix is altered correspond-
ingly, as described earlier). We sample rotations for each
test example uniformly in the interval (−a, a) and con-
sider three different values for the maximum rotation angle:
a = 30°, 60°, 180°. All methods are evaluated on the same
rotated versions of the test set for consistency.

Results. We present results in Table 2 for mAP at 20°.
The results for our method are averaged over two training
runs. The maximum difference in mAP scores between the
two runs was 0.01. mAP scores at 10° and 30° are presented
in the supplementary B.2 and they tell a similar story.

6In fact half of the 3302 (resp. 56, 52) pairs correspond to the other
half but with the two images in the pair swapped.

Max. test rot. a = 0° 30° 60° 180°
ZZ-net (Ours) 0.26 0.26 0.26 0.26

ACNe 0.67 0.25 0.15 0.038
CNe 0.43 0.14 0.12 0.0048

OANet 0.42 0.24 0.077 0.0048

Table 2. Results for essential matrix estimation. mAP at 20° error
in the estimated translation and rotation vectors for different values
of image plane rotations a at test time.

Discussion. Our method does not compete well on
the base problem (a = 0°). This may in part be due to
the order of magnitude fewer parameters of our network.
Note that we had to limit the number of parameters due to
the quadratic memory cost of the weight-units. We how-
ever demonstrate the resilience to rotation perturbations of
ZZ-net. Already at modest rotations uniformly sampled
from −30° to 30° it is on par with the more mature competi-
tors. At larger rotations ZZ-net is superior. It should how-
ever be noted that for this dataset, all images are oriented
close to parallel with the ground. There is hence a clear
bias in the training data, so that the comparison to the other
models on artificially rotated test data is not completely fair.

We still believe that rotation equivariance can add robust-
ness to methods attacking the essential matrix estimation
problem and regard it as an interesting future research di-
rection to try to merge our approach with the outlier robust
methods, using for instance the weighted 8-point method.
Furthermore, it would be interesting to develop methods
which are equivariant only to small rotations – rotations
larger than 60° will typically not be seen in practice. This
would require leaving the mathematical framework of group
theory, as such bounded rotations do not form a group.

6. Conclusions
We have presented a foundational framework for learn-

ing tasks based on a rotation equivariant and permutation in-
variant neural network architecture. A proof is given show-
ing that this architecture is indeed universal. We have de-
scribed several ways of modifying the architecture, in par-
ticular, how to extend it to pairs of point clouds as appearing
in correspondence problems and how to perform efficient
computations. As for limitations, the framework is only ap-
plicable in two dimensions. Our architecture further lacks
locality and has a high memory requirement. To mitigate
the latter issues are examples of interesting future work.
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imer, F. d'Alché-Buc, E. Fox, and R. Garnett, editors,
Advances in Neural Information Processing Systems, vol-
ume 32. Curran Associates, Inc., 2019. 2

[43] Maurice Weiler, Patrick Forré, Erik Verlinde, and Max
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