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Abstract

Existing work on VQA explores data augmentation to
achieve better generalization by perturbing images in the
dataset or modifying existing questions and answers. While
these methods exhibit good performance, the diversity of the
questions and answers are constrained by the available im-
ages. In this work we explore using synthetic computer-
generated data to fully control the visual and language
space, allowing us to provide more diverse scenarios. We
quantify the effectiveness of leveraging synthetic data for
real-world VQA. By exploiting 3D and physics simulation
platforms, we provide a pipeline to generate synthetic data
to expand and replace type-specific questions and answers
without risking exposure of sensitive or personal data that
might be present in real images. We offer a comprehensive
analysis while expanding existing hyper-realistic datasets
to be used for VQA. We also propose Feature Swapping (F-
SWAP) – where we randomly switch object-level features
during training to make a VQA model more domain invari-
ant. We show that F-SWAP is effective for improving VQA
models on real images without compromising on their ac-
curacy to answer existing questions in the dataset.

1. Introduction
Data augmentation is an effective way to achieve better

generalization on several visual recognition and natural lan-
guage understanding tasks. Existing work on Visual Ques-
tion Answering (VQA) has explored augmenting the pool
of questions and answers, e.g. by perturbing or masking
some parts of the images [1, 6, 29, 56]. Moreover, curating
large-scale datasets is a laborious task and sourcing images
is an expensive process that needs to account for practical
issues such as copyright and privacy. Augmenting existing
datasets with synthetically generated data offers a path to
enhance our existing data-driven models at a lower cost.

Our work focuses on leveraging synthetically gener-
ated data through the use of modern 3D generated com-
puter graphics using a couple of novel resources – Hyper-
sim [45] and ThreeDWorld [14]. In the past, leveraging
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Q/ How many chairs are in 
the photo? A/ 2

Q/ What color are the 
flowers? A/ pink

Q/ Is there a fire hydrant in 
the picture? A/ yes

Q/ How many chairs are in 
the room? A/ 6

Q/ What color is the bed 
cover? A/ white

Q/ Is there a dog in the 
kitchen? A/ no

Q/ How many chairs are in 
the picture? A/ 2

Q/ What color is the fire 
hydrant? A/ yellow

Q/ Is there a teddy bear on 
top of the table? A/ yes

Figure 1. Training samples for VQA from real and synthetic
datasets. The first row shows existing examples from the VQA 2.0
dataset. The second row shows examples from Hypersim [45], a
hyper-realistic synthetic dataset we extend for VQA. The third row
shows some examples we generate using ThreeDWorld [14]. We
show type-specific questions for each dataset, i.e., counting ques-
tions, color related questions, and yes/no questions.

synthetic data has proven challenging due the particularly
wide domain gap between synthetic images and real im-
ages. However, there have been some successes in tasks
such as eye gaze estimation [53], embodied agent naviga-
tion [10, 49, 50], and autonomous driving [39, 44]. There
have also been some synthetic datasets for visual question
answering such as CLEVR [26] CLEVRER [64], and VQA
Abstract [4]. However these VQA datasets build a closed
world that is not designed to generalize to real world im-
ages. Remarkably, some recent work has managed to show
domain transfer from cartoon images to real images [67],
but there is still a limitation on how much could be learned
from these existing resources. Our proposed Hypersim-
VQA and ThreeDWorld-VQA datasets provide a promis-
ing alternative that more realistically captures real world
settings and offers a path forward in this direction. Fig-
ure 1 shows synthetic image samples along with the VQA
2.0 dataset [18].
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Our work also proposes feature swapping (F-SWAP) as
a simple yet effective method to augment a currently ex-
isting VQA dataset with computer graphics generated ex-
amples. Existing methods for domain adaptation rely on
the assumption that adaptation can be addressed by mak-
ing the out-of-domain samples match the distribution of
the in-domain samples. However current work often op-
erationalizes this assumption by making the input images
themselves look more like the real images e.g. [22, 46, 58].
While there has been success in applying these techniques
in domain adaptation for a number scenarios, we claim that
perhaps adapting the input space is a harder problem that
needs to be solved in order to have effective domain adapta-
tion. Feature Swapping relies instead on swapping random
object-level intermediate feature representations. We posit
that unless realistic style-transfer is desired from the input
domain to the target domain, as long as the two domains are
matched at the feature level – domain adaptation can take
place. We explain and compare our F-SWAP approach with
other methods such as adversarial domain adaptation and
demonstrate superior results.

Our contributions can be summarized as follows:
• Dataset generation: We are providing an extension of

the Hypersim dataset for VQA, and automatically cre-
ating a synthetic VQA dataset using ThreeDWorld.
• Feature swapping (F-SWAP): We propose a surpris-

ingly simple yet effective new technique for incorpo-
rating synthetic images in our training while mitigating
domain shift. Our method does not rely on GANs or
adversarial losses which could be difficult to train.
• Experimental results: We provide an empirical analy-

sis, using well known techniques such as adversarial
augmentation, domain independent fusion, and maxi-
mum mean discrepancy matching to alleviate the vi-
sual domain gap vs our proposed approach – and anal-
ysis on knowledge transfer between skills.

We first introduce related work (Sec. 2), then we describe
our proposed synthetic dataset generation process (Sec. 3),
then we explain the motivation and details of our feature
swapping method (Sec. 4), then we describe and discuss
our experiments(Sec. 5), and finally we conclude the paper
(Sec. 6). Our synthetic datasets and code are available at
https://simvqa.github.io.

2. Related Work

Our work is related to both general efforts at improving
visually-grounded question-answering models, and efforts
targeting data augmentation for VQA and the use of syn-
thetic data for other visual reasoning tasks.

Visual Question Answering (VQA). There has been much
progress on the task of VQA, where the goal is to an-

swer a question conditioned on both an image and a ques-
tion text input [4, 42]. A lot of work in VQA measure
progress using the VQA 2.0 benchmark [18]. Much of the
work in this area focuses on exploring new architectural de-
signs which can effectively model the interaction between
the image and the text modalities, such as bilinear pool-
ing [13], bottom-up-top-down attention [2], neural module
networks [23, 24], and most recently transformer architec-
tures [9, 34, 35]. However, most work assumes that models
are trained on real image-question-answer triplets, and that
they will be applied to settings with similar data distribu-
tions. Our paper instead investigates a setting where we
leverage synthetic training data to learn certain skills so that
the model generalizes to real images at test time.

Data augmentation for VQA. Data augmention in VQA
has often been studied within the context of model robust-
ness. Chen et al [8] select visual objects in images and
words in questions which are critical for answer prediction
and synthesizes new samples by masking out critical visual
regions or words. Whitehead et al [62] leverage existing lin-
guistics resources to create word substitution rules for para-
phrases, synonyms and antonyms which are then used to
generate question perturbations for VQA. Gokhale et al [17]
explored VQA data synthesis via a combination of seman-
tic manipulation on image content and questions. How-
ever, previous work in this direction generates new samples
via perturbations on top of the original real-image VQA
dataset, which limits the diversity and the range of varia-
tions for generated samples. In contrast, our work lever-
ages photo-realistic, multi-physics synthetic environments,
and is able to generate rich image-question pairs parameter-
ized by scene/room types, camera view, object dimensions,
object counts and object orientations. In concurrent work
Gupta et al [20] propose feature swapping for avoiding con-
textual bias in visual question answering.

Synthetic data using simulated environments. The value
of leveraging simulated environments to augment training
has been explored in various vision tasks, such as ob-
ject detection, semantic segmentation, and pose estima-
tion [28, 32, 37, 48, 57, 66]. Synthetic environments have
also been applied to vision and language problems, such
as embodied agent learning [11, 12, 16, 30, 51, 55], using
platforms such as the Unreal Engine [36, 40], and using ex-
isting scenes and spaces manually created by specialized
designers and content creators [60]. Within the task of
VQA, to train and diagnose model performance on compo-
sitional questions, synthetic datasets such as CLEVR [26]
and CLEVRER [64] have been proposed. However, models
trained on such synthetic datasets typically do not gener-
alize to real images as they were designed under a closed
world assumption. In this paper, we explore approaches
which leverage both real-image VQA data for its richness
in visual concepts and question types, as well as synthetic
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Figure 2. Sample pipeline for generating VQA data using Three-
DWorld. a) Manually select scenes from a set of random camera
walks. b) Select one of the generated scene graphs containing ob-
ject information such as positions, number, color, and materials. c)
Generate question-answer pairs following a template based on the
scene graph. d) Finally, generate images by placing objects and
modifying characteristics of the scene based on steps b and c.

datasets generated from controllable, configurable 3D envi-
ronment. We found that using this approach we can gener-
ate arbitrarily large-amounts of high-quality data for type-
specific questions.

3. Synthetic Dataset Generation

First, we describe the generation of a VQA dataset by
extending the existing Hypersim dataset [45] (section 3.1).
We name this dataset Hypersim-VQA, or H-VQA, for short.
Then we explore the automatic creation of a VQA Dataset
using ThreeDWorld [14] (section 3.2). We name this dataset
ThreeDWorld-VQA, or W-VQA, for short.

3.1. Extending Hypersim for VQA
Hypersim [45] is an existing 3D graphics generated

dataset with a high image quality and displays a diverse
array of scenes and objects. Hypersim metadata includes
the complete geometry information per scene, dense per-
pixel semantic instance segmentations for every image, and
instance-level NYU40 labels annotations. We extend these
data by manually annotating objects on all images given
their dimensions and positions in the scene. Additionally,
we add questions and answers based on the number of ap-
pearances of an object in an image and their location with
respect to other objects in the same frame. Since we have
the 3D bounding boxes coordinates for each object in a
scene, we can calculate the distance d, plunge p and az-
imuth a for two objects located in positions (x1, y1, z1) and
(x2, y2, z2) as

d =
√

(x2 − x1)2 + (y2 − y1)2 + (z2 − z1)2, (1)

p = deg
(
arcsin

(z2 − z1
d

))
, (2)

a = deg
(
arctan

(
y2 − y1
x2 − x1

))
, (3)

Figure 3. In our VQA dataset generation pipeline, we can auto-
matically manipulate the scene composition, object materials and
colors, allowing our grammar to generate more challenging ques-
tions and answers.

where d is the amount of space between two objects, p is
the angle of inclination measured from the horizontal axis
formed by aligning two objects, and a is the angle between
two objects, measured clockwise with respect to the North.
Once we have the distance between all objects in a scene,
we define clusters of objects and use the azimuth and plunge
to define the position of one object with respect to the other
objects in the same scene. Finally, we generate yes/no ques-
tions and answer pairs based in the visibility of an object in
a scene frame. We call this new set Hypersim-VQA.

3.2. Automatic VQA Generation

ThreeDWorld (TDW) [14], is a platform for interactive
multi-modal physical simulation that we use to generate im-
ages. We follow the steps shown in Figure 2 to generate the
image I , question Q and answer A triplets for our W-VQA
dataset. In this section, we provide a detailed description of
the synthetic-generation pipeline.

TDW Model Library TDW contains 2, 323 objects, 585
different materials, and 44 scenes with 35 scenes indoors
and 9 outdoors. This variety of assets give us a signifi-
cant level of freedom to generate diverse and challenging
image compositions and question/answer pairs. Using the
TDW ModelLibrarian1, we have access to a model asset
bounding points which we use to calculate the volume of
an object. Using volume information we assign dimension-
related categories (e.g., tiny, small, mid-range, large, etc) to
each object. We also have access to a set of category la-
bels, that correspond to ImageNet labels, already assigned
to each object asset (3D objects). Additionally, we man-
ually annotate the color of each material asset, and added
detailed descriptions for each object in the available TDW
model set.

Scene graph generation We manually designed a set of
simple scene graphs [27, 54] that describe objects, relation-

1https://github.com/threedworld-mit/tdw
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ships between objects, and the attributes of each object. We
assign the position relationship of these objects given the
available range of sizes and object model categories, e.g.,
small and tiny could be on top of tables, chairs, or other
large objects, and large objects could be placed in the vicin-
ity of another large object. We showcase an example of
this in Figure 2. The number of objects in a scene is ran-
domly selected based on the object size, e.g., we could place
dozens of small objects that fit in a camera view, but having
dozens of large objects may create occlusions and collisions
in the image, and some objects may fall outside the camera
view. Finally, the color and material attributes are assigned
randomly, but we also generate a large set in which we keep
most of the object models with their original attribute val-
ues, as we further describe in Section 5.1.

Synthetic Image Generation We placed multiple cam-
eras with random configurations in the 44 scenes, by ran-
domly generating xc, yc, and zc coordinates for camera po-
sitions, and θc for directions that the cameras look at. We
then manually selected a set of camera configurations that
have good views of an empty room, to later place objects
in front of them. For example, Figure 2 illustrates a scene
in which we placed a random table at the left of the im-
age, a random small object (backpack or lamp) on the ta-
ble, and another random small object on the ground, which
follows the scene graph depicted in Step B of the Figure.
We also change the material of objects at this stage, and
place a random number of objects in the image following
the scene graph configuration. An example of how chang-
ing materials and colors visually affects a generated image
is showcased in Figure 3. We calculated the positions of
these objects relative to the camera using

x = xc + r cos θ, (4)
y = y0 + h, (5)
z = zc + r sin θ, (6)

where x, y and z are the position coordinates of the placed
object, θ is the direction of the object with respect to the
camera, typically within 30 degrees to θc, the direction that
the camera looks at, r is the distance between the object
and the camera, and y0 is the coordinate of height at the
floor level in the scene. In addition, since h is an estimated
height with respect to the object size, we waited 25 frames
for these objects to fall to their natural stationary positions
using the TDW physics engine. Finally, TDW allows to
capture the RGB images from the camera view along with
the id and category per-pixel semantic masks, which we
later use to verify the number of objects in the image and
avoid object occlusions.

Question/Answer Generation Questions and answers
are generated following a template based grammar associ-
ated with a predefined scene graph and it’s corresponding

count_question ::= ctype_1 | ctype_2

count_answer ::= number

yes_no_question ::= etype_1 | etype_2 | etype_3 | etype_4

yes_no_answer ::= “yes” | “no”

color_question ::= "What is the color of the" noun_q "?"

color_answer ::= adjective_color

noun_question ::= “What is” position “of the” noun_q “?”

noun_answer ::= noun_q

position_question ::= "Where is the" noun_q "?"

position_answer ::= position_q "of the" noun_q "?"

ctype_1 ::= "How many" noun_q "are in the" place_q "?"

ctype_2 ::= "How many" noun_q "are" position "of the" noun "?"

etype_1 ::= "Is there a" noun_q "in the" place_q "?"

etype_2 ::= "Is the" noun "made of" adjective_material "?"

etype_3 ::= "Is the" noun adjective_color "?"

etype_4 ::= "Is the" noun_q position "of the" noun_q "?"

noun_q ::= noun | adjective_material noun | adjective_color noun

place_q ::= place | "image" | "picture"

place ::= "bedroom" | "living room" | "studio" | "building" | "street" | ...

noun ::= "chair" | "person" | "elephant" | "fire hydrant" | "drum set" | ...

position ::= "to the right" | "to the left" | "on top" | "below" | ...

adjective_material ::= "wood" | "metal" | "plastic" | "cotton" | ...

adjective_color ::= "black" | "brown" | "pink" | "blue" | "green" | ...

number ::= "0" | "1" | "2" | "3" | "4" | "5" | ...

Figure 4. Template based grammar we use to generate ques-
tion/answer pairs given our generated image and it’s correspond-
ing scene-graph.

image. We show in Figure 4 the template based grammar
we use to generate the question/answer pairs. In our setup,
a noun is directly associated with the model object label
category from the TDW asset, position is taken from the re-
lationship between objects from the scene graph, and num-
ber, adjective color and adjective material are taken from
the attributes selected when generating the graph and the
synthetic image. We refer to the distribution of generated
questions and answers with more detail in Section 5.1.

4. Feature Swapping

Given a triplet of images I , questions Q and answers
A, we have access to three datasets from different do-
mains, where (IR, QR, AR) ∈ R correspond to a Real-
VQA dataset consisting of real images (we use VQA 2.0
[18]), (IH , QH , AH) ∈ H correspond to the Hypersim-
VQA dataset, and (IW , QW , AW ) ∈ W correspond to the
TDW-VQA dataset. We assume that the images and their
corresponding questions are inputs to a VQA model, and the
objective is to predict as output the corresponding ground-
truth answers. Our goal with feature swapping is to train
a model that is generic and as domain invariant as possible.
The motivation for feature swapping relies in observing that
in all three datasets we can find similar types of objects and
configurations but the appearance of the objects might dif-
fer. Our goal with feature swapping is then to randomly re-
place during the training the object-level features for some
of the objects with the features for an equivalent object from
another domain.

Given an image I , we use a pre-trained model
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Iw

IH

Image
Feats

Images from
different Domains

Step 1: Feature Extraction Method 1: Adversarial Alignment

E D

DC

LR

LD

LDW

LDH

LRR

LRW

LRH

Method 2: MMD Alignment

Our Proposed Method: Feature Swapping (F-SWAP)

When sampling, in each mini-batch:
α = numpy.random.beta(β , β)
if α > 0.5:

n_feats = len(sample_[‘feats’]) * λ
feats_to_swap = random.sample(sample_[‘feats’], 

n_feats) # randomly select object features
sample_.swap(get_feats_from_dict(feats_to_swap, 

type))  # swap matching features from domainsDictReal
DictSynth

VQA 2.0 W-VQA H-VQA

Original
Features

Swapped Original
Features

Swapped
Features

Original
Features

Swapped
FeaturesFeatures

Method 3: Domain Independent Real class outputs + Synth class outputs

Figure 5. Overview of our training pipeline. First, we extract image the features using Faster-RCNN or CLIP. Then, we use different
methods to alleviate the domain gap between real and synthetic images. Methods 1 & 2 yield a set of aligned features and Method 3
augment the output space of the VQA model (i.e., answer tokens), separating real class output tokens and synthetic class output tokens.
Our proposed method (F-SWAP) swaps object-level features between domains, which are then used to train the VQA model.

G to extract the image region features Gf (I) =
{f1, f2, ..., fn} along with their corresponding pseudo-
labels Gsl(I) = {sl1, sl2, ..., sln} which are labels pre-
dicted by Faster-RCNN corresponding to annotations from
Visual Genome [31]. Pseudo-labeling has proven effec-
tive in semi-supervised learning where only a portion of the
training data is annotated [5,7,33]. Since we have access to
all images from the three sets, we create a dictionary Dtype

per dataset with type = R∨H∨W , where the [key, value] of
a dictionary Dtype corresponds to the pseudo-label (sli)type,
and all the region features [(fi)type, ..., (fm)type] that the
model G assign as (sli)type respectively. Once we retrieve
the information for all the dictionaries DR, DH , DW , we
use them to swap features from one dataset to the other.
While training, when sampling datapoints from R, we
randomly select an Image IR and get all the region fea-
tures Gf (IR) and its corresponding pseudo-labels Gsl(IR).
Since we have access to all dictionaries, we lookup for the
pseudo-labels that also exist in DH ∨ DW , for simplicity,
DS = DH ∨DW , thus, after obtaining Gsl(IR) ∈ DS we
proceed to randomly select a portion λ|Gf (IR)| of the cor-
responding pseudo-labeled features inDS and replace them
with the matching features in IR. In all of our experiments,
λ = 0.2. Figure 5 shows pseudo-code for this algorithm.

In VQA, the model takes as input pre-computed region
features that come from a pretrained object detection model,
but the prediction scores are often ignored. VQA models
assume that these region features contain enough informa-
tion for vision and language reasoning. Here we are assum-
ing that the pseudo-labels associated with region features
are good predictions; thus, we are augmenting the feature
space of the input images from the real domain with fea-
tures from the synthetic domain by perturbing the input im-

age feature space with features that G scores as similar. In
contrast to other methods that rely on adversarial augmenta-
tion, our presented approach does not need training or any
adaptation. Importantly, since we are performing feature
replacements in latent representations we also bypass the
need to perform anything resembling style-transfer in the
input pixel domain.

5. Experiments

First, we describe our experimental settings (Sec. 5.1),
then we describe our data augmentation experi-
ments (Sec. 5.2), then we describe our experiments
using various domain alignment techniques including
F-SWAP (Sec. 5.3), and finally we show how certain types
of question beyond counting can influence the accuracy of
counting questions (Sec. 5.4).

5.1. Experimental Settings

Datasets. Real-VQA. Following Whitehead et al [63]’s
skill-concept separation for compositional analysis, we take
the VQA 2.0 dataset [18], and separate the counting ques-
tions for a detailed analysis on how synthetic data may
affect a model performance. For training, we create two
different splits: R-VQAC that corresponds to the training
set with only counting questions, and R-VQANC which
corresponds to the VQA 2.0 training set without count-
ing questions. R-VQAC contains 48, 431 datapoints, and
R-VQANC contains 378, 018 datapoints. For testing, we
use the standard VQA 2.0 validation set and report our
results on Numeric questions, where ∼85% of the ques-
tions correspond to counting questions, Others, and Over-
all for the general accuracy. Hypersim-VQA. The Hy-
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persim dataset [45] comes with annotations correspond-
ing to the NYU40 labels. Additionally, we manually an-
notate 460 scenes and add 1, 250 extra labels for objects
whose semantic masks has generic annotations, such as oth-
erstructure, otherfurniture and otherprop. We then gen-
erate 254, 174 counting questions for 41, 551 images. In
our experiments, we use a subset of 20, 000 questions that
only containe NYU40 labels (excluding otherstructure, oth-
erfurniture and otherprop) and include 10, 000 randomly
selected from the extra annotated labels. We also gener-
ate 40, 000 yes/no questions probing whether an object is
present in an image following Section 3.1. TDW-VQA.
We generate 33, 264 counting related datapoints and add
30, 000 yes/no questions to the same images. Additionally,
we generate 12, 000 extra images and add color and mate-
rial questions following Section 3.2, for a total of 87, 264
automatically generated datapoints using the ThreeDWorld
simulation platform.

Base VQA model. Multi-modal transformer-based archi-
tectures currently hold the state-of-the-art results on VQA
Challenge [9, 34, 65]. For our experiments, we select the
top-performing model without large-scale pre-training [65]
as our base model. Our base code follows the hyper-
parameter selection included in their publicly available im-
plementation2.

5.1.1 Image Features.

We experiment with three types of input image features:

Region Features. We extract intermediate features from
a Faster R-CNN model [43] with ResNet-101 as the back-
bone, pretrained on the Visual Genome dataset. Follow-
ing [3, 65], we obtain a dynamic number of objects m ∈
[10, 100] by setting a confidence threshold. If the number
of objects is lower than 100, we use zero-padding to fill the
final matrix of shape 100× 2048.

Grid Features from CLIP ResNet-50. Following [25,52],
we use the CLIP model [41] with the ResNet-50 visual
backbone and extract the features from the RoI Pooling
layer without any additional fine-tuning. With this ap-
proach, we can extract an image representation matrix of
size 558× 2048.

Grid Features from CLIP ViT-B. We also divide the raw
input images into grids of 2×2, 4×4 and 8×8, and use them
as inputs for the CLIP ViT-B model [41]. We then aggre-
gate the outputs and we use them as an image representation
matrix of size 85× 552.

2https://github.com/MILVLG/mcan-vqa

Feature backbone Feature size
Training data R-VQA

Real Synthetic Accuracy

R H W Numeric

FRCNN – RN101 100×2048
X 42.73
X X 44.70+1.97
X X 42.86+0.13

CLIP - RN50 558×2048
X 42.83
X X 43.61+0.78
X X 42.91+0.08

CLIP – ViT-B 85×512
X 41.93
X X 43.98+2.05
X X 41.35–0.58

Table 1. Data augmentation using synthetic data improves Real-
VQA performance (R-VQA) on numeric questions, especially
when using Hypersim-VQA (H). In all these experiments only
counting questions were used for training from both the existing
Real-VQA dataset, VQAC (R) and our synthetic dataset variants:
Hypersim-VQA (H) and TDW-VQA (W).

5.1.2 Textual Features.

Following [65] we tokenize the input questions into words
and transform them into feature vectors using pre-trained
300-dimensional GloVe word embeddings [38]. These em-
beddings are passed through a one-layer LSTM [21]. We
then use all the output features for all corresponding words.

5.1.3 Domain alignment methods.

For comparisons to earlier work, we consider the following
domain alignment methods that have been proposed in the
past either for VQA or for other similar visual recognition
problems.
Adversarial adaptation. This approach is a modification
of the unsupervised domain adaptation of Ganin et al [15].
Since our goal is to minimize the feature gap from real IR
and synthetic (IW ∪ IH) images, instead of using the ques-
tions or answers ground-truth to predict the class labels (as
the label predictor block), we use an auto-encoder D(E(·))
to reconstruct the input features X of the images, and a do-
main classification model DC that is trained to distinguish
the domain of each input. This domain classifier is then con-
nected to the underlying input features X but its gradients
are multiplied by a negative constant during training. This
gradient reversal layer encourages the features of both do-
mains to remain indistinguishable. This process commonly
known as adversarial domain adaptation is optimized in an
alternative fashion as follows:

LD =
∑

(log(DC(X)) + log(1− D̂C(X))), (7)

LR =
∑

(D(E(X))− D̂(Ê(X)))2, (8)

Ltotal = LR + αLD, (9)

where Ltotal is the loss function to be optimized that en-
courages a good reconstruction while discouraging the fea-
tures to encode any domain specific information.
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Feature backbone Feature size
Training data R-VQA Accuracy

Real Synthetic

R-VQANC H-VQAC W-VQAC Numeric Others Overall

FasterRCNN – RN101 100×2048

X 6.08 68.94 60.69
X X 15.99+9.91 68.97 62.02+1.33
X X 21.18+15.1 68.91 62.65+1.96
X X X 24.96+18.8 68.91 63.14+2.45

CLIP - RN50 558×2048

X 4.55 69.70 61.15
X X 10.24+5.69 69.63 61.84+0.69

X X 14.67+10.12 69.45 61.76+0.61

X X X 17.81+13.26 69.81 62.98+1.83

CLIP – ViT-B 85×512

X 5.06 70.12 61.58
X X 14.06+9.00 70.06 62.71+1.13
X X 17.25+12.19 70.06 63.12+1.54
X X X 20.72+15.66 70.05 63.57+1.99

Table 2. Learning counting skill on real data using data augmentation with our synthetic datasets. In all these experiments only counting
questions were used from our synthetic dataset variants: Hypersim-VQA (H-VQAC ) and TDW-VQA (W-VQAC ).

Distribution alignment adaptation. In this approach, we
use N auto-encoder architectures D(E(·)) corresponding
to the datasets we want to align, (e.g., VQA 2.0 as R, TDW
as W , and Hypersim as H) we then compute the Maximum
Mean Discrepancy (MMD) loss [19] among the intermedi-
ate layers of each model. By doing this, the real and syn-
thetic features distributions are encouraged to get closer as
similarly used for domain adaptation in [47, 59]. This is
performed as follows:

LD� = MMD(E(XR), Ê(X�)), (10)

LR� =
∑

(D(E(X�))− D̂(Ê(X�)))
2, (11)

Ltotal = LR + αLDW + βLDH , (12)

where � can be replaced by W for the TDW features, and
H for our extended Hypersim dataset features, and R rep-
resents Real-VQA features. Unlike the adversarial domain
adaptation approach, here the adversary is not a classifier
but a loss that tries to match the distribution of the features
across the pair of domains.

Domain independent fusion. Inspired by Wang et al [61]’s
work on bias mitigation, we perform domain independent
training, where we treat the real and synthetic output space
as separate. To do so, we create a new set of classes that
contains tokens from the synthetic set only, and extend the
real set answer token space with these new tokens, as show
in the third method of Figure 5. This approach can be
viewed as two classifiers with a shared backbone that has
access to the decision boundary of both the real and syn-
thetic domain.

5.2. Data augmentation experiments

First, we evaluate the effect of augmenting Real-VQA
data with the proposed synthetic datasets. We are interested

to test if the ability of VQA models to answer counting
questions on synthetic data could improve the counting per-
formance on real VQA data. We experiment with two dif-
ferent settings for data augmentation. The first setting tests
a scenario where real and synthetic data contain the same
question type (in this case, counting questions). Table 1
shows that, under different feature backbones, the perfor-
mance of counting questions on real data is improved when
R-VQAC is augmented with the proposed H-VQA dataset.

The second setting targets a more challenging case,
where the real data does not overlap with the synthetic data
in terms of questions types. Specifically, in this setting,
for real data, we use R-VQANC , which does not contain
counting questions. So the model needs to learn the skill
for counting questions from the augmented synthetic data
alone. Table 2 shows that in all settings of feature back-
bones, and different combinations of synthetic data aug-
mentations, the model learns to answer counting questions.
In this case, augmenting with ThreeDWorld-VQA seems to
outperform augmenting with Hypersim-VQA, perhaps due
to a greater extent of controllability of the generated scenes.
Lastly, the best results are obtained by data augmentation
using both synthetic datasets.

5.3. Domain alignment.

As demonstrated in Section 5.2, counting skills learned
from our synthetic datasets can effectively transfer to real
VQA data, even when the real training data does not con-
tain counting questions. Here, we explore to what extent
skill learning using synthetic data can be helped by explicit
alignment of visual features between two domains. The real
data used in this experiment includes R-VQANC , as well as
R-VQAC under three different regimes (0%, 1%, 10%).

Table 3 summarizes the experimental results when using
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Data Method
+0% R-VQAC +1% R-VQAC +10% R-VQAC

Numeric Others Overall Numeric Others Overall Numeric Others Overall

H-VQAC Simple Augmentation 15.99 68.97 62.02 29.64 68.45 63.34 35.72 68.61 64.29
H-VQAC Adversarial 16.07+0.08 66.01–2.96 59.46–2.56 28.31–1.33 66.89–1.56 61.83–1.51 35.01–0.71 66.91–1.7 62.71–1.58

H-VQAC MMD 24.79+8.80 67.13–1.84 61.58–0.44 31.61+1.97 67.78–0.67 63.04–0.30 38.87+3.15 68.36–0.25 64.49+0.2

H-VQAC Domain Independent 22.87+6.88 68.65–0.32 62.64+0.62 29.05–0.59 68.73+0.28 63.52+0.18 37.67+1.95 69.34+0.73 65.17+0.88

H-VQAC Feature Swapping (F-SWAP) 23.38+7.39 69.07+0.10 63.07+1.05 31.64+2.00 69.08+0.63 64.15+0.81 39.71+3.99 69.13+0.52 65.26+0.97

W-VQAC Simple Augmentation 21.18 68.91 62.65 31.18 68.97 64.01 38.47 68.86 64.87

W-VQAC Feature Swapping (F-SWAP) 26.84+5.66 68.89–0.02 63.67+1.02 31.21+0.03 68.82–0.15 63.89–0.12 38.54+0.07 68.97+0.11 64.97+0.10

Table 3. Counting skill learning under different low-regime settings for Real VQA counting questions (R-VQAC ). All models share the
basic training set: VQANC (the non-counting subset of VQA v2 training data).

different domain alignment approaches. Compared to the
baseline method of simple data augmentation, we do not ob-
serve an overall improvement with Adversarial Adaptation.
Compared to Domain Independent, MMD seems to gener-
ate more consistent gains on counting questions, across var-
ious regimes for R-VQAC ; however, this gain is also ac-
companied by decreased performance on the split of Others
and sometimes on the overall evaluation data. Finally, the
results suggest that Feature Swapping outperforms the base-
line and other domain alignment methods, and produces
consistent gains on counting questions as well as the overall
accuracy, across different regimes of VQAC .

5.4. Effect of question distribution.

In previous experiments, we focus on augmenting the
real dataset with synthetic data of a specific skill type.
In this section, we experiment with increased diversity of
questions on synthetic data, and how it may effect the per-
formance on different subsets of the real data. As shown in
Table 4, on the Others category, we observe increased per-
formance when adding more question types with the TDW-
VQA dataset but not with Hypersim-VQA, likely due to the
richer object repository and the more controllable environ-
ment of TDW. Interestingly, for both datasets, adding other
question types results in a noticeable gain on the count-
ing questions. We hypothesize that these additional ques-
tions help with visual concept learning (on color, object
existence, etc), which consequently benefits counting skill
learning since visual concept learning is a basic step to an-
swering counting questions.

6. Conclusion
In this paper we demonstrated the efficacy of VQA

datasets generated using 3D computer graphics to incorpo-
rate new skills into existing VQA models trained on real
data. We particularly showed that we can teach a VQA
model how to count objects in the real world by using only
synthetic data while not decreasing the model performance

Training data: R-VQANC
R-VQA Accuracy

Numeric Others Overall

H 15.99 68.97 62.02
H + Yes/No Questions 22.11 68.38 63.17

W 21.18 68.91 62.65
W + Yes/No Questions 25.43 70.10 64.24
W + Color Questions 26.98 70.24 64.56

Table 4. Effect of the distribution of synthetic data. We add other
type-specific questions to our synthetic data and evaluate its effect
on real data.

on other types of questions. This is challenging since real
and synthetic datasets often exhibit a large domain gap. We
further proposed F-SWAP as a simple yet effective tech-
nique for domain adaptation that is competitive and sur-
passes previous methods in our experiments.

7. Broader Impact
The main ethical aspects of this work have to do with

data privacy and mitigating implicit biases in the existing
VQA models. In this work, we explored 3D simulation plat-
forms to generate realistic synthetic data as a promising di-
rection to augment or replace existing datasets, effectively
avoiding the exposure of potentially sensitive information.
However, our approach is not able to generate a broad di-
versity of animated objects (e.g., people or animals inter-
acting in the scenes) given that Hypersim only contains in-
door scenes, and TDW provides a limited quantity of these
type of model assets. While we leverage this information
in our generated data, a more complex 3D system would be
ideal to craft a more diverse set of animated objects. There-
fore, this work is a stepping stone for further explorations
to address this issue in the future.
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