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Abstract

Although many video prediction methods have obtained
good performance in low-resolution (64∼128) videos, pre-
dictive models for high-resolution (512∼4K) videos have
not been fully explored yet, which are more meaningful due
to the increasing demand for high-quality videos. Com-
pared with low-resolution videos, high-resolution videos
contain richer appearance (spatial) information and more
complex motion (temporal) information. In this paper,
we propose a Spatiotemporal Residual Predictive Model
(STRPM) for high-resolution video prediction. On the one
hand, we propose a Spatiotemporal Encoding-Decoding
Scheme to preserve more spatiotemporal information for
high-resolution videos. In this way, the appearance details
for each frame can be greatly preserved. On the other hand,
we design a Residual Predictive Memory (RPM) which
focuses on modeling the spatiotemporal residual features
(STRF) between previous and future frames instead of the
whole frame, which can greatly help capture the complex
motion information in high-resolution videos. In addition,
the proposed RPM can supervise the spatial encoder and
temporal encoder to extract different features in the spatial
domain and the temporal domain, respectively. Moreover,
the proposed model is trained using generative adversarial
networks (GANs) with a learned perceptual loss (LP-loss)
to improve the perceptual quality of the predictions. Exper-
imental results show that STRPM can generate more satis-
factory results compared with various existing methods.
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Figure 1. Qualitative results between the proposed STRPM and
the state-of-the-art method CrevNet [29] on the SJTU4K dataset
(4K: 2160×3840 resolution, 4 frames → 1 frame). STRPM has
generated much better visual details compared with CrevNet.

1. Introduction
Video prediction is a key component of representation

learning due to its great ability in modeling meaningful
representations for natural videos and has been applied to
various video processing applications, such as video cod-
ing [14], precipitation nowcasting [20], robotic control [6],
autonomous driving [2] and so on. Different from video in-
terpolation [16,17], video prediction (extrapolation) is more
challenging by merely utilizing limited information from
previous frames to predict the unknown future frames. Mo-
tivated by the advantages of deep learning technologies in
extracting deep features, in recent years, various learning-
based methods have been proposed for video prediction
which can be summarized into three types.

The first type of methods [20, 22, 25–27, 29] utilize Re-
current neural networks (RNN) to progressively predict
video frames due to their unique advantages in sequence
learning and have obtained some satisfactory results. How-
ever, the predictions from RNN-based methods are typically
blurry due to the standard mean square error based loss
function. To solve this problem, the second type of meth-
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ods [1, 5, 7, 23, 28] utilize deep stochastic models to predict
different futures instead of an averaged future for different
samples and the third type of methods [4, 8, 12, 13, 15] em-
ploy generative adversarial networks (GANs) [8] and addi-
tional perceptual loss functions to augment the visual qual-
ities of the predictions.

Although the above methods have obtained some satis-
factory results, the resolutions of video datasets utilized in
the above methods are usually low (64∼128), and the per-
formance in high-resolution (512∼4K) videos is still hardly
satisfactory (shown in Figure 1), preventing their adaptabil-
ity and practicability into real scenarios. There are mainly
two challenges restricting the resolution of predictions. The
first challenge is that high-resolution videos usually con-
tain more complex visual details. However, limited by the
computation resources, videos are usually encoded to low-
dimensional features and then decoded back to the video
frames, during which, lots of visual details can be aban-
doned. The second challenge is that the motion informa-
tion in high-resolution videos typically involves multiple
objects, which is much more complex and hard for tradi-
tional predictive memory to predict. To deal with the above
two problems in high-resolution video prediction, the ap-
pearance information in the spatial domain and the motion
information in the temporal domain need to be carefully re-
considered.

In this paper, we propose a Spatiotemporal Residual Pre-
dictive Model (STRPM) to deal with the above two chal-
lenges. Firstly, to predict more satisfactory appearance de-
tails for each frame, we novelly propose the spatiotempo-
ral encoding-decoding scheme, which utilizes independent
encoders to extract deep features in both spatial and tem-
poral domains. In this way, both the spatial and temporal
information can no longer affect each other and more visual
details can be preserved. Secondly, to accurately model the
complex motion information in high-resolution videos, we
designed a Residual Predictive Memory (RPM) to focus on
modeling the inter-frame spatiotemporal residual features
(STRF) with a relatively low computation load and fewer
parameters. Moreover, since the encoded spatial and tem-
poral features will be fed into the spatial and temporal mod-
ules in RPM for transitions in vertical (spatial domain) and
horizontal (temporal domain) directions, the RPM can in-
directly supervise the spatial encoder and the temporal en-
coder to extract corresponding features in the spatial do-
main and the temporal domain.

By jointly using the encoded spatiotemporal features
and STRF, more reliable spatiotemporal features for future
frames can be predicted, which will be further decoded back
to the high-dimensional data space with the help of spa-
tiotemporal decoders. Furthermore, in the training stage,
the standard MSE loss, the adversarial loss as well as the
learned perceptual loss are jointly utilized to improve the

visual quality of the predictions. Experimental results show
that the proposed model can achieve state-of-the-art perfor-
mance compared with other methods.

2. Related Work
In recent years, many learning-based predictive models

have been applied in video prediction. [18] first utilized lan-
guage modeling for video prediction, which was further im-
proved by [22] using Long Short-Term Memories (LSTMs)
[9], denoted as FC-LSTM. To improve the model percep-
tion to visual data, [20] integrated convolutional operations
to FC-LSTMs (ConvLSTM) and achieved significant im-
provements on the Moving MNIST dataset.

However, the above works only focus on the inter-
frame temporal information (motion information) and ig-
nored intra-frame spatial information (appearance informa-
tion). To preserve the appearance information for videos,
[26] designed an appearance-preserving block for ConvL-
STM (PredRNN). [24] further improved PredRNN by solv-
ing the gradient propagation difficulties in deep predictive
models (PredRNN++) and integrating 3D convolution op-
erations and RECALL gate to enhance the ability to cap-
ture both long-term and short-term dependencies of the pre-
dictive model (E3D-LSTM). To further improve the visual
quality of the predictions, [29] proposed a conditionally
reversible network (CrevNet) to preserve the spatiotempo-
ral information for the inputs and [11] leveraged the high-
frequency information to preserve visual details for videos.

However, the above works can only generate an averaged
future for all samples due to the standard MSE loss function
and the predictions are usually blurry. To solve this prob-
lem, a variety of methods have been proposed. On the one
hand, some methods aim to predict different futures for dif-
ferent samples. [1] proposed a stochastic variational video
prediction (SV2P) method to predict a different possible fu-
ture for each sample based on the latent variables. [5, 28]
proposed video generation models with a learned prior over
stochastic latent variables for video prediction. [7] proposed
a stochastic temporal model for video prediction whose dy-
namics are governed in a latent space by a residual update
rule.

On the other hand, some works aim to improve the stan-
dard MSE-based loss function. [15] proposed three differ-
ent and complementary feature learning strategies to pre-
dict naturalistic videos. Besides, motivated by the great
power in generating naturalistic images, generative adver-
sarial networks (GANs) were employed by [13] to generate
realistic results and [12] utilized CycleGAN [31] to further
improve the perceptual quality of the predictions. Although
some improvements have been achieved in above works
and the resolutions of the predicted videos have been im-
proved in [3, 29] (256∼512), the unacceptable computation
load and quality distortions prevent them from predicting
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Figure 2. The structure of the proposed spatiotemporal residual predictive model (STRPM). The green arrows denote the input information
flows and the red arrows denote the predicted information flows.

videos with higher resolution (512∼4K). To solve the above
problems, we propose a spatiotemporal residual predictive
model (STRPM) for high-resolution video prediction with
an acceptable computation load. Moreover, by using the
proposed learned perceptual loss, more naturalistic videos
can be generated from the proposed method.

3. The Spatiotemporal Residual Predictive
Model

In this section, we introduce the proposed Spatiotem-
poral Residual Predictive Model (STRPM) in detail. The
overall structure of the proposed model is shown in Fig-
ure 2. Different from low-resolution videos, high-resolution
videos contain more complex texture details and more vari-
able motion information, motivated by which, two prob-
lems for high-resolution video prediction urgently need to
be solved:

• How to preserve more visual details for each frame?

• How to predict more accurate motion information be-
tween frames?

We propose the Spatiotemporal Residual Predictive Model
(STRPM) to solve the above problems.

3.1. Spatiotemporal Encoding-Decoding Scheme

To reduce the computation resources, video frames are
typically encoded to low-dimensional features using a sin-
gle encoder in video prediction. However, the temporal in-
formation and the spatial information will affect each other
and the predictive memories have to further extract the tem-
poral and spatial information to predict future frames, dur-
ing which, lots of spatiotemporal information may be lost,
making it very difficult to reconstruct satisfactory visual de-
tails for each frame. To solve this problem (the first prob-
lem), we novelly utilize multiple spatiotemporal encoders
to independently extract deep features in both temporal and
spatial domains. In this way, the spatial information and the
temporal information will no longer affect each other, mak-
ing it easier for the predictive memories to utilize the spa-
tiotemporal information for video prediction. The encoding
process can be expressed as follows,

(TE , SE , OE) = (EncT (vt), EncS(vt), EncO(vt)), (1)

where vt denotes the tth frame in source video V .
EncT (·), EncS(·), EncO(·) denote the temporal, spatial
and spatiotemporal encoders respectively. TE , SE , OE de-
note the encoded low-dimensional temporal, spatial and
spatiotemporal features at time step t, respectively.

In particular, the above encoded features TE , SE , OE
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(b): The structure of STRPM
         with stacked RPMs.

(a): The structure of the residual predictive memory: RPM.
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Figure 3. The structure of the proposed residual predictive memory: RPM. The temporal module and the spatial module can indirectly
supervise the temporal encoder and the spatial encoder to extract different features in the temporal domain and the spatial domain.

will be fed into the corresponding modules in the proposed
residual predictive memory: RPM, which will be detailedly
introduced in section 3.2. In this way, the RPM can indi-
rectly supervise different encoders to extract different fea-
tures in different domains. And the predicted spatiotempo-
ral features can be represented as follows,

(TP , SP , OP ) = RPM(TE , SE , OE , T ,S), (2)

where TP , SP , OP denote the predicted temporal, spatial
and spatiotemporal features at time step t from RPM , re-
spectively. T ,S are the preserved temporal and spatial in-
formation.

Similar as the encoding process, to decode more spa-
tiotemporal details, we also utilize multiple spatiotempo-
ral decoders to decode the predicted features from low-
dimensional feature space back to high-dimensional tem-
poral and spatial data space respectively, which can be ex-
pressed as follows,

(TD, SD, OD) = (DecT (TP ), DecS(SP ), DecO(OP )),
(3)

where DecT (·), DecS(·), DecO(·) denote the tempo-
ral, spatial and spatiotemporal decoders, respectively.
TD, SD, OD denote the decoded high-dimensional tempo-
ral, spatial and spatiotemporal features, respectively.

By jointly utilizing the decoded high-dimensional fea-
tures, the predicted frame at time step t can be represented
as follows,

v̂t+1 = OD ⊙ tanh(W1×1 ∗ [TD, SD]), (4)

where v̂t+1 denotes the predicted frame at time step t, ⊙, ∗
denote the hadamard product and convolutional operators.

3.2. The Residual Predictive Memory: RPM

Current predictive memories aim to predict future frames
by learning a single representation for the whole frame,
containing both the spatial representation and the tempo-
ral representation, which is efficient to predict simple mo-
tions. However, high-resolution videos usually contained
much more complex motion information compared with
low-dimensional videos. To deal with this special char-
acteristic in high-resolution videos (the second problem),
we design a Residual Predictive Memory (RPM) to focus
on modeling inter-frame motion information by predicting
the spatiotemporal residual features (STRF) between previ-
ous and future frames in the feature space, which is shown
in Figure 3(a). In addition, compared with traditional ST-
LSTM structure [26], the proposed RPM also benefits from
more efficient state-to-state transitions (fewer gates) and
wider spatiotemporal receptive field (simultaneously utiliz-
ing multiple spatiotemporal states). To further extract more
efficient deep spatiotemporal features, multiple RPMs are
typically stacked into a single model, as shown in Figure
3(b). For RPM at time step t in layer k, the encoded fea-
tures TE , SE , OE are fed into the corresponding modules
of RPM. In this way, the proposed RPM can indirectly su-
pervise the spatial encoder and the temporal encoder to ex-
tract different deep features in the spatial domain and the
temporal domain. In particular, for k > 1, the encoded fea-
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tures are represented with the hidden state from the previous
layer, i.e., TE , SE , OE = Hk−1

t .
For each RPM, there are seven inputs: TE , the encoded

features for the temporal module; SE , the encoded features
for the spatial module; OE , the encoded spatiotemporal fea-
tures for the output module; Hk

t−1, the hidden state from
previous time step; Sk−1

t , the previous spatial state from
previous layer k− 1; T : T k

t−τ :t−1, the previous τ temporal
states; S : Sk−θ:k−1

t , the previous θ spatial states. To fur-
ther improve local perception to videos, the input states are
typically preprocessed using convolutional layers:

(TF k
t , SF

k
t , OF k

t ) = (Wt ∗ TE ,Ws ∗ SE ,Wo ∗OE),

(HF k
t ,MF k

t ) = (Wh ∗Hk
t−1,Wm ∗ Sk−1

t ), (5)

where W denotes the parameters of the integrated convo-
lutional layers. TF k

t , SF k
t , OF k

t , HF k
t , MF k

t denote the
extracted deep features from TE , SE , OE , Hk

t−1, Sk−1
t , re-

spectively. Then the extracted features will be fed into RPM
at time step t in layer k.

For both the temporal and spatial module, two residual
gates are designed to model the inter-frame residual infor-
mation, which is shown as follows,

RT = σ(TF k
t +HF k

t ),

RS = σ(SF k
t +MF k

t ), (6)

where RT , RS denote the temporal and spatial residual
gates, respectively.

As shown in Figure 3(a), the temporal module (blue
block) of RPM is utilized to capture reliable motion infor-
mation between frames. To preserve more useful tempo-
ral information from the past, RPM jointly utilizes multiple
temporal states, and the transitions can be expressed as fol-
lows,

T k
t = RT ⊙ (tanh(TF k

t +HF k
t ) +ATTT (T )).(7)

The predicted temporal residual state T k
t consists of two

terms, where the first term RT ⊙ tanh(TF k
t +HF k

t ) rep-
resents the encoded features from current input and the sec-
ond term RT ⊙ ATTt(T ) represents the preserved tempo-
ral information from previous τ time steps. In this way,
more useful temporal information can be kept from a longer
past. In particular, ATTT (·) denotes the temporal attention
network which is constructed with convolutional layers and
can help merge the multiple temporal states to a single one.

In the spatial module (orange block), by utilizing the
multiple spatial states S : Sk−θ:k−1

t , both low-level tex-
ture information and high-level semantic information can
be jointly utilized, and similar to the temporal module, the
state-to-state transitions can be represented as follows,

Sk
t = RS ⊙ (tanh(SF k

t +MF k
t ) +ATTS(S)), (8)

where Sk
t denotes the predicted spatial residual state and

ATTS denotes the spatial attention network.
The predicted temporal residual state T k

t and the pre-
dicted spatial residual state Sk

t will be further aggregated to
the final hidden state in the output module (gray block):

RO = σ(OF k
t +HF k

t +Wos ∗ Sk
t +Wot ∗ T k

t ),

STRFt = RO ⊙ tanh(W1×1 ∗ [T k
t , S

k
t ]),

STIFt = W1×1 ∗ [TE , SE ],

Hk
t = STIF k

t + STRF k
t , (9)

where RO denotes the output residual gate, which is utilized
to aggregate the predicted temporal and spatial residual in-
formation. Hk

t denotes the final hidden state. In particular,
the hidden state Hk

t consists of two terms, where the first
term STIF k

t denotes the spatiotemporal input features and
the second term STRF k

t denotes the predicted spatiotem-
poral residual features between previous and future frames.

3.3. Training Details

In training stage, to predict more naturalistic results,
the proposed model is trained with the help of GANs and
the whole model consists of two submodules: predictor P
which is utilized to generate future frames and discrimina-
tor D which is utilized to judge whether the input frames
are real or generated. The adversarial loss for both modules
can be expressed as follows,

LGAN (D) = −
T∑

t=2

[log(D(vt)) + log(1−D(v̂t))],

LGAN (P ) = −
T∑

t=2

[log(D(v̂t)), (10)

where T denotes total number of the time steps. v and v̂
denote the input and predicted frames respectively.

Since the discriminators in GANs can model the distri-
bution of the input data (fake or real), we utilize the feature
map from the layer k of the discriminator as the learned
perceptual representations for current input. And a learned
perceptual loss, which can indicate the perceptual distribu-
tion of the inputs, is represented as follows (Figure 2),

LLP =

T∑
t=2

L2[Dk(vt), Dk(v̂t)], (11)

where Dk denotes the kth layer of the discriminator D (the
bottom layer in our method). L2(·) denotes the standard
MSE loss function. By using the additional loss functions,
more naturalistic results can be predicted and the final loss
function for the predictor can be expressed as follows,

LP = LMSE + λ1LLP + λ2LGAN (P ), (12)

where λ1, λ2 control the relative importance.
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Figure 4. The generated examples on the UCF Sports test set (4
frames → 6 frames).

4. Experiments

In this section, we evaluate all models on three high-
resolution datasets, UCF Sports dataset (480 × 720) [19],
Human3.6M dataset (1000 × 1000) [10] and SJTU4K
dataset (2160 × 3840) [21]. We stack 16 RPMs to the pro-
posed STRPM and the integrated convolutional operations
are set with a kernel size 5 × 5. The stride is set to 1 for
each dimension. We set the number of previous spatiotem-
poral states τ , θ to 5. The hidden states for STRPM and the
discriminator are set with 128 channels. All models are im-
plemented using Pytorch and trained with Adam optimizer.
In the training stage, models are trained to predict the next
frame with 4 successive frames as the input on all datasets.
In the testing stage, models are evaluated to predict mul-
tiple frames. The balance weights λ1, λ2 are set to 0.01,
0.001 for UCF Sports and Human3.6M datasets, and 0.005,
0.0005 for SJTU4K dataset.

4.1. UCF Sports Dataset

The UCF Sports dataset contains a series of human ac-
tions collected from various sports events and are typi-
cally captured on broadcast television channels such as the
BBC and ESPN. A total of 150 videos with resolution of
480× 720 are contained in the UCF Sports dataset. We re-
size each frame to 512×512. 6,288 sequences are for train-
ing and 752 for testing. Figure 4 shows the qualitative re-
sults generated from different methods, where the proposed
method obviously outperforms others with more naturalis-
tic predictions. In Table 1, we utilize the Peak Signal to
Noise Ratio (PSNR) to represent the objective quality and

t=1,3,5,7,9
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Figure 5. The visualization results of the spatiotemporal encoding
scheme and the residual predictive memory. Temporal Features
and Spatial Features denote the encoded features from the tem-
poral encoder and the spatial encoder. Input Information and
Residual Information denote STIF and STRF in Equation 9.

the Learned Perceptual Image Patch Similarity (LPIPS) [30]
to represent the perceptual quality. The quantitative results
show that the proposed method achieves the best PSNR
score and LPIPS scores.

To further evaluate the efficiency of the proposed spa-
tiotemporal encoding scheme and the residual predictive
memory, we visualize the temporal features TE , the spa-
tial features SE , the input information and the spatiotempo-
ral residual information (STRF). The visualized results are
shown in Figure 5, where the temporal features contain a
wider motion area while the spatial features focus on the ap-
pearance area of the person with greater weight values. The
differences between the temporal features and the spatial
features indicate that the spatiotemporal encoding scheme
can help extract different features from the temporal do-
main and the spatial domain, respectively. Moreover, com-
pared with the temporal features, the weights of the learned
spatiotemporal residual features are much greater, indicat-
ing the proposed residual structure can help the predictive
memory pay more attention to modeling the complex mo-
tion information instead of the appearance information (the
weights of the appearance information is less than the spa-
tial features).

4.2. Human3.6M and SJTU4K Datasets

The Human3.6M dataset consists of 3.6 million 3D hu-
man poses and corresponding images acted by 11 profes-
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Table 1. Quantitative results of different methods on the UCF Sports (4 frames → 6 frames) and Human3.6M (4 frames → 4 frames)
datasets. Lower LPIPS(10−2) and higher PSNR(dB) scores indicate better results.

Method
UCF Sports Human3.6M

t = 5 t = 10 t = 5 t = 8

PSNR↑ / LPIPS↓ PSNR↑ / LPIPS↓ PSNR↑ / LPIPS↓ PSNR↑ / LPIPS↓
BeyondMSE (ICLR2016) [15] 26.42 / 29.01 18.46 / 55.28 - -
PredRNN (NeurIPS2017) [26] 27.17 / 28.15 19.65 / 55.34 31.91 / 12.62 25.65 / 14.01
PredRNN++ (ICML2018) [24] 27.26 / 26.80 19.67 / 56.79 32.05 / 13.85 27.51 / 14.94
SAVP (arXiv 2018) [13] 27.35 / 25.45 19.90 / 49.91 - -
SV2P (ICLR2018) [1] 27.44 / 25.89 19.97 / 51.33 31.93 / 13.91 27.33 / 15.02
HFVP (NeurIPS2019) [23] - - 32.11 / 13.41 27.31 / 14.55
E3D-LSTM (ICLR2019) [25] 27.98 / 25.13 20.33 / 47.76 32.35 / 13.12 27.66 / 13.95
CycleGAN (CVPR2019) [12] 27.99 / 22.95 19.99 / 44.93 32.83 / 10.18 28.26 / 11.03
CrevNet (ICLR2020) [29] 28.23 / 23.87 20.33 / 48.15 33.18 / 11.54 28.31 / 12.37
MotionRNN (CVPR2021) [27] 27.67 / 24.23 20.01 / 49.20 32.20 / 12.11 28.03 / 13.29

STRPM 28.54 / 20.69 20.59 / 41.11 33.32 / 9.74 29.01 / 10.44

Ground TruthSTRPMCrevNet (ICLR2020)PredRNN++ (ICML2018)

Figure 6. The generated examples on the Human3.6M dataset (4 frames → 1 frame).

Ground TruthSTRPMCrevNet (ICLR2020)PredRNN++ (ICML2018)

Figure 7. The generated examples on the SJTU4K dataset (4 frames → 1 frame).

sional actors in 17 scenarios, including discussion, smok-
ing, taking photos and so on. All videos are recorded
with 4 calibrated cameras with a resolution 1000 × 1000,
which are further resized to 1024 × 1024 in this paper.
73,404 sequences are for training and 8,582 for testing.

Figure 6 shows the generated examples from the proposed
method and other state-of-the-art methods, where the pro-
posed STRPM significantly outperforms others and the pre-
dicted results are more naturalistic. In Table 1, the pro-
posed method achieves the best PSNR and LPIPS scores
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compared with other state-of-the-art methods.
The SJTU4K dataset consists of 15 ultra-high resolution

4K videos with a wide variety of contents. The resolution
for each video is 2160 × 3840. To evaluate the perfor-
mance on ultra-high resolution videos, the inputs and out-
puts are all 4K videos without being down-sampled. 3,873
sequences are for training and 445 for testing. To the best
of our knowledge, the proposed STRPM is the first one pre-
dicting 4K videos. Figure 7 shows the predicted 4K video
frames from different methods. The quantitative results are
summarized in Table 2. As shown in Figure 7 and Table 2,
the proposed method has achieved the best qualitative and
quantitative results on ultra-high-resolution videos with a
satisfactory inference speed.

Table 2. Quantitative results of different methods on the SJTU4K
test set (4 frames → 4 frames). The inference time over 10 samples
have also been summarized.

Method t = 5 t = 8 Inference

PSNR↑/LPIPS↓PSNR↑/LPIPS↓ Time

ConvLSTM [20] 22.74 / 67.81 17.91 / 86.84 39.38s
PredRNN [26] 23.25 / 66.60 18.20 / 87.04 40.06s
PredRNN++ [24] 23.43 / 64.07 18.55 / 86.34 53.11s
SAVP [13] 23.41 / 61.44 18.63 / 80.45 100.23s
CrevNet [29] 24.35 / 62.31 19.61 / 80.91 52.98s
MotionRNN 23.47 / 65.21 19.72 / 81.39 61.87s

STRPM 24.37 / 57.12 19.77 / 66.68 39.84s

Table 3. Ablation studies on the proposed residual predic-
tive memory and the spatiotemporal encoding-decoding scheme
(STED) on the Human3.6M dataset (4 frames → 4 frames). PSNR
and LPIPS scores are averaged over all 4 predictions. For a fair
comparison, the encoders and decoders for all models are with the
same structure and the number of the hidden state channels for
all the memories is set to 128. We stack 16 memories into each
model. All models are trained with MSE loss functions. The float-
ing point operations (FLOPs) are recorded over 1 sample.

Method PSNR↑ LPIPS↓ Parameters FLOPs

Casual-LSTM [24] 29.61 14.42 131.35M 36.19G
E3D-LSTM [25] 29.93 13.23 501.37M 128.82G
Reversible-PM [29] 30.13 12.62 114.35M 35.07G

RPM w/o residual 30.11 12.64 108.29M 30.55G
RPM (θ = 1, τ = 1) 30.14 12.58 45.95M 14.96G
RPM (θ = 5, τ = 1) 30.56 11.98 77.09M 22.75G
RPM (θ = 1, τ = 5) 30.32 12.31 77.09M 22.75G
RPM 31.10 11.89 108.29M 30.55G
RPM + STED 31.81 11.72 109.13M 34.24G

Table 4. Ablation studies on STRPM with different loss functions.
Performance scores are averaged over all predictions.

Method
UCF sports Human3.6M

4 → 6 4 → 4

PSNR↑ LPIPS↓ PSNR↑ LPIPS↓
LMSE 24.89 38.81 31.81 11.72
LMSE+LGAN 23.98 35.01 30.53 10.98
LMSE+LGAN+LLP 24.30 31.50 31.00 10.11

4.3. Ablation Study

In this section, a series of ablation studies are conducted.
Table 3 shows the results of different models with differ-
ent structures. For a fair comparison, all models without
STED (the spatiotemporal encoding-decoding scheme) are
built with the same structure except the predictive memory.
Experimental results show that the proposed residual pre-
dictive memory outperforms other state-of-the-art memo-
ries with the lowest computation load and fewest parame-
ters. In addition, the residual structure, the broadened tem-
poral receptive field (τ > 1), and the broadened spatial
receptive field (θ > 1) can help improve the performance
of RPM. Moreover, RPM with STED also help improves
the model performance. Furthermore, results from methods
trained with different loss functions are summarized in Ta-
ble 4, where the proposed perceptual loss can help obtain
a better trade-off between the objective quality (PSNR) and
the perceptual quality (LPIPS).

5. Conclusion and Discussions
We proposed a Spatiotemporal Residual Predictive

Model (STRPM) for High-Resolution Video Prediction. We
designed the Spatiotemporal Encoding-Decoding Scheme
and the Residual Predictive Memory (RPM) to model the
much more complex appearance information and motion
information in high-resolution videos. In addition, we pro-
posed a Learned Perceptual loss to generate more natural-
istic frames compared with the standard MSE loss. Experi-
mental results showed that the proposed model can predict
high-resolution videos with the best objective and subjec-
tive quality compared with various existing methods.

Although the model performance is better than current
methods, the practicality is still far from satisfactory, espe-
cially for videos with ultra-high resolutions (≥1080p). In
addition, the model efficiency also needs to be improved
for multi-step predictions. Considering the above limita-
tions, current predictive models maybe not reliable enough
to be applied into decision-making systems that require data
with high accuracy and real-time interactions, such as au-
tonomous driving, robot control, etc. Further works are
highly-encouraged to solve the above potential problems.
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