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Abstract

Quantization is an efficient network compression approach to reduce the inference time. However, existing approaches ignored the distribution difference between training and testing data, thereby inducing a large quantization error in inference. To address this issue, we propose a new quantization scheme, Alignment Quantization with ADMM-based Correlation Preservation (AlignQ), which exploits the cumulative distribution function (CDF) to align the data to be i.i.d. (independently and identically distributed) for quantization error minimization. Afterward, our theoretical analysis indicates that the significant changes in data correlations after the quantization induce a large quantization error. Accordingly, we aim to preserve the relationship of data from the original space to the aligned quantization space for retaining the prediction information. We design an optimization process by leveraging the Alternating Direction Method of Multipliers (ADMM) optimization to minimize the differences in data correlations before and after the alignment and quantization. In experiments, we visualize non-i.i.d. in training and testing data in the benchmark. We further adopt domain shift data to compare AlignQ with the state-of-the-art. Experimental results show that AlignQ achieves significant performance improvements especially in low-bit models. Code is available at https://github.com/tinganchen/AlignQ.git.

1. Introduction

Convolutional neural networks (CNNs) have been demonstrated as effective models in computer vision tasks, such as image segmentation [2, 35] and object detection [16, 30, 34]. However, CNNs are suffered from large computation costs and memory storage when deployed on the resource-limited mobile devices [7]. Therefore, various model acceleration methods are proposed, including pruning [20, 22, 27, 29], quantization [6, 42, 43] and structure simplification [10, 45]. Quantization has recently received increasing attentions due to the effectiveness of acceleration on inference by reducing the bit widths of model weights and activations.

In existing quantization research, quantization-aware training (QAT) learned quantization parameters, including clipping ranges and scale parameters, from the training data and applied them to the testing data [3, 8, 11, 28, 47, 48]. In contrast, zero-shot quantization (ZSQ) adopted the concepts of knowledge distillation and employed the batch normalization means and variances from the full-precision model, to learn a quantized model that can generate similar features to reduce the quantization error [5, 9, 19, 31, 44]. The learned batch statistics are also utilized in testing. However, the previous approaches ignored the difference between the training and testing data. As shown in Fig. 1 (a), the real-world image data are usually collected under inconsistent quali-
ties, such as different colors, brightness, and rotations, leading to non-i.i.d. (independently and identically distributed) data [21]. Accordingly, it may induce a large quantization error when using the trained parameters in testing.

To address this issue, we propose AlignQ to align the data into the same domain for quantization to minimize the quantization error (illustrated in Fig. 1 (b)). In this paper, our idea is to exploit the cumulative distribution function (CDF) as the alignment function since the CDF of an arbitrary continuous distribution follows the uniform distribution [24] (demonstrated in Sec. 3.1). The uniform space is appropriate for uniform quantization that is hardware-friendly with a few simple operations [3, 8, 28]. In addition, CDF retains the data order, i.e., larger values still exceed small values after the transformation.

Furthermore, our theoretical analysis indicates that notable changes in data correlations after quantization induce a larger quantization error. Therefore, as shown in Fig. 1 (c), we aim to preserve the data correlations after the alignment-quantization process. We leverage the Alternating Direction Method of Multipliers (ADMM) optimization to minimize the differences to reduce the quantization error. To achieve the two goals in this paper, to minimize 1) the prediction loss of the quantized models and 2) the differences of data correlations before and after the alignment-quantization process, ADMM addresses this multi-goal optimization problem by dividing it into sub-problems and solving them [4].

To verify that the proposed AlignQ can reduce the quantization error derived from the non-i.i.d. in training and testing data, we compare with the state-of-the-art not only on the benchmark datasets, including CIFAR-10 [25], SVHN [37], ImageNet [37], but also on domain shift benchmarks, including digits [12, 13, 26, 33] and Office-31 [38].

The contributions are summarized as follows:

1. We make the first attempt to design a new quantization scheme, AlignQ, that aligns the non-i.i.d. data to be i.i.d. to minimize the quantization error.

2. We prove that the changes in data correlation after quantization induce a large quantization error and thereby leverage the ADMM optimization procedure to minimize the differences of the data correlations before and after quantization to reduce the error.

3. We compare AlignQ with the state-of-the-art on benchmarks and the domain shift datasets. Experimental results show that AlignQ achieves significant performance improvements, especially at low bit widths.

2. Related works

Quantization-aware training (QAT). QAT is designed to learn clipping ranges or scale parameters for quantization during the training process [3, 11, 28, 46–48]. The trained quantization statistics are then applied to quantize the inference data. DoReFa [48] and LSQ [11] proposed an efficient low-bit forward and backward procedure to estimate the non-differentiable gradients. LLSQ [47] learned the shift and scale factors on batch normalization layers to adjust the quantization level for reducing the quantization error dynamically. ACIQ [3], OCS [46] and APoT [28] learned a clipping function to determine the quantization space. However, the existing QAT approaches ignore the discrepancy between training and testing data. The difference may lead to a larger quantization error and performance degradation.

Zero-shot quantization (ZSQ). Recent research proposes zero-shot quantization (ZSQ) to incorporate the knowledge distillation [40] into quantization [5, 9, 19, 31, 44, 46]. They utilize the knowledge derived from the full-precision model to enhance the performance of the low-bit model. OCS [46] used the KL-divergence to minimize the clipping bounds between the full-precision and the quantized model. In contrast, GDFQ [44], GZNQ [19], ZeroQ [5], Choi et al.’s work [9] and ZAQ [31] used different knowledge distillation losses to minimize the prediction results of the full-precision and the quantized model. In particular, GZNQ [19] also distilled the knowledge from other models in different compression approaches, including pruning and low-rank models. ZeroQ [5] further learned the batch statistics (means and variances) close to the full-precision model. In addition, ZAQ [31] focused on learning the features (from the low-bit model) similar to the floating-point model by examining the inter-channel discrepancy. Since ZSQ employs the auxiliary information from the pretrained full-precision model, they obtain larger memory and computation costs in the training process. In addition, ZSQ relies on the prediction results from the training data. Therefore, ZSQ is more sensitive in the discrepancy of the distributions in training and testing data which induces a larger quantization error as illustrated in Fig. 1. Accordingly, in this paper, we proposed to address the issue, non-i.i.d. (independently and identically distributed) in training and testing data to minimize the quantization error.

3. AlignQ

In this section, we introduce AlignQ as shown in Fig. 2. Sec. 3.1 presents the CDF alignment quantization that individually aligns the batches of the training and testing data to the same domain to minimize the quantization error. We also design a novel approach to update the weights of the quantized model. In Sec 3.2, we focus on preserving the data correlations during the alignment-quantization process. We prove that significant changes in the correlations after quantization induce a large quantization error. Therefore, we propose an optimization process that leverages the Alternating Direction Method of Multipliers (ADMM) [4]
The following challenge is which CDF should be adopted for the alignment. Since previous research demonstrates that the CNN weights and activations converge in normal distribution [17, 28, 32, 48], which is also experimentally validated on the benchmark datasets in this paper (see Appendix D), we then adopt the CDF of the normal distribution as the alignment function:

\[ F(x) = \Phi(x; \mu, \sigma) = \frac{1}{2}[1 + \text{erf}(\frac{x - \mu}{\sigma\sqrt{2}})], \]

where

\[ \text{erf}(x) = \frac{2}{\sqrt{\pi}} \int_0^x e^{-t^2} dt. \] (1)

In Eq. (1), \( x \) is the CNN weight or activation (feature) value, and \( \mu \) and \( \sigma \) are the mean and standard deviation of the normal distribution. For weight quantization, we utilize the batch data’s mean and standard deviation to estimate \( \mu \) and \( \sigma \) in each training iteration. On the other hand, we use the CDF of the standard normal distribution instead for activation quantization, i.e., \( \mu = 0 \) and \( \sigma = 1 \). However, the aligned space is \( \text{Uniform}(0, 1) \), but the weights and activations are not always positive values. Thus, we scale and shift \( F(x) \) to \( \text{Uniform}(-\alpha, \alpha) \) by \( (2 \cdot F(x) - 1) \cdot \alpha \).

### 3.1.2 Uniform quantization

After the alignment, data follows \( \text{Uniform}(-\alpha, \alpha) \) (i.i.d.). As shown in Fig. 2, we can then apply the uniform quantization [15]:

\[ Q(z) = \frac{\text{round}(2^{k-1} \cdot z)}{2^{k-1}}, \] (2)

where \( z \) is the value after the shifted and scaled CDF alignment, i.e., \( z = (2 \cdot F(x) - 1) \cdot \alpha \), \text{round} denotes the rounding operation, and \( k \) is the bit width.

### 3.1.3 Gradient approximation for the update of the quantized weights

Since the quantized values are discrete, i.e., the quantization function in Eq. (2) is non-differentiable, it is challenging to access the gradients of weights for an update. Therefore, we propose a gradient approximation approach to address this issue. According to Eq. (1) and Eq. (2), we derive the quantized weight \( w_q \) from \( w_q = Q((2 \cdot F(w) - 1) \cdot \alpha) \), where \( w \) is the original floating-point weight. Let the probability distribution function (pdf) of \( w \) be \( f(w) \) which is the normal distribution with batch mean and standard deviation (see Sec. 3.1.3). In addition, assume \( L \) is the training loss of the quantized model. Therefore, the gradient of \( w \) is obtained by the chain rule in Calculus:

\[
\frac{\partial L}{\partial w} = \frac{\partial L}{\partial w_q} \cdot \frac{\partial w_q}{\partial w} = \frac{\partial L}{\partial w_q} \cdot \frac{\partial Q}{\partial w} \cdot (2\alpha \cdot f(w)).
\] (3)

---

**Figure 2.** Overview of AlignQ. AlignQ is a quantization scheme that considers 1) non-i.i.d. in training and testing data and 2) the changes in data correlations during quantization to minimize the quantization error. AlignQ first aligns the training and testing batch data into the same uniform space (introduced in Sec. 3.1). Afterward, the aligned data is uniformly quantized. In addition, to preserve the data correlations during the alignment-quantization process and minimize the performance degradation, we utilize the Alternating Direction Method of Multipliers (ADMM) to minimize the differences of the data correlations before and after the quantization (detailed in Sec. 3.2).
Eq. (3) shows that the gradient of $w$ can be formulated as the multiplication of three terms. The first term is the gradient of $w_q$, $\frac{\partial C}{\partial w_q}$, which can be directly accessed from the back propagation. The following equation $\frac{\partial w_q}{\partial w} = \frac{\partial Q}{\partial w} \cdot (2\alpha \cdot f(w))$ is $2\alpha$ is derived from $w_q = Q(2 \cdot F(w) - 1) \cdot \alpha$. However, the term $\frac{\partial Q}{\partial w}$ cannot be directly derived from its first-order derivative since $Q$ is non-differentiable. Nevertheless, since $Sigmoid$ function is distributed as “the stairs” of the step function $Q$, we then use the gradients of the continuous sigmoid function $\frac{\partial Q}{\partial w}$ to estimate $\frac{\partial Q}{\partial w}$:

$$\frac{\partial Q}{\partial w} \simeq \frac{\partial \tilde{Q}}{\partial w} = s(t(w_q)) \cdot (1 - s(t(w_q))),$$

(4)

where $s(\cdot) = \frac{1}{1 + e^{-x}}$ is the sigmoid function, and its first-order derivative is $s(x) \cdot (1 - s(x))$. Notice that before calculating the sigmoid gradient, we first transform the quantized weight $w_q$ by the transformation function $t$ with $t(w_q) = \{ \lfloor (w_q + 0.5) \cdot (2^k - 1) \mod 1 \}$ to shift and scale the quantized space to the space of the sigmoid function. $k$ (also appears in Eq. (2)) that represents the bit width, and $\mod$ denotes the operation of taking the remainders. As a consequence, we adopt the approximate gradient $\frac{\partial C}{\partial w_q} \cdot \frac{\partial Q}{\partial w} \cdot (2\alpha \cdot f(w))$ for the update of the model weights.

3.2. Data correlation preservation by Alternating Direction Method of Multipliers (ADMM)

3.2.1 Quantization error induced by the changes in data correlations

During the alignment-quantization process, we aim to preserve the data correlations as illustrated in Fig. 2 due to the following observation.

Proposition 1. The significant changes in the data correlations after quantization introduces a larger quantization error (proved in Theorem 3.2).

Theorem 3.2. (Proved in Appendix A.2) Let $X_i \in \mathbb{R}^d$ be the CNN representation of the $i$-th of $n$ input image data. The function $Q$ quantizes the values to the discrete Uniform($-\alpha$, $\alpha$), $\alpha \geq 0$. The quantized representation is denoted as $Q(X_i)$, and the total quantization error of $n$ data is $\sum_{i=1}^n ||X_i - Q(X_i)||_1$, where $|| \cdot ||_1$ represents the $l_1$-norm. Now let the individual quantization error $\delta_i = X_i - Q(X_i)$, $\forall i = 1, 2, ..., n$, and the tolerated quantization error as $\epsilon$. Then $P(\sum_{i=1}^n ||X_i - Q(X_i)||_1 < \epsilon) \geq 1 - \frac{\epsilon^2}{2\alpha^2} \sum_{i=1}^n \mathbb{E} ||X_i||_1^2 \sum_{i<j} \mathbb{E} |\tilde{\delta}_i| + |\tilde{\delta}_j| - \frac{\epsilon^2}{2\alpha^2} \sum_{i<j} \mathbb{E} (||X_i||_1 + ||X_j||_1).

Theorem 3.2 demonstrates that the total quantization error $\sum_{i=1}^n ||X_i - Q(X_i)||_1$ is not only relevant to the individual quantization error $||\delta_i||_1$ from each data $i$, but also tightly correlated to the discrepancy of the data correlations before and after the quantization $|X_i^T X_j - Q(X_i)^T Q(X_j)|$, $\forall i < j$. We first set a tolerated error $\epsilon$. The probability that the total quantization error is smaller than $\epsilon$ will be large, i.e., the quantization error is limited in an acceptable (small) range in a high probability, if the changes in the data correlations after quantization are minor.

3.2.2 Minimization the changes in data correlations

According to Theorem 3.2, a small quantization error will be obtained when the discrepancy of the data correlations before and after the quantization $\mathbb{E}(X_i^T X_j - Q(X_i)^T Q(X_j))$, $\forall i < j = 1, 2, ..., n$, is minimized. We first define the discrepancy of the data correlations before and after the quantization $D \in \mathbb{R}^{n \times n}$ as follows:

$$D := X^T X - Q(X)^T Q(X),$$

(5)

where $X \in \mathbb{R}^{d \times n}$ represents the $n$ $d$-dimensional image representations obtained after the CDF alignment (introduced in Sec. 3.1), and $Q(X) \in \mathbb{R}^{d \times n}$ stands for the quantized representations (detailed in Eq. (2)). In order to minimize the discrepancy $D$ to avoid a large quantization error, we target on the following objective function:

$$\min_\mathbf{W} \mathcal{L}_Q(\mathbf{W}) + \mu \|\mathbf{D}\|_1,$$

(6)

where $\mathcal{L}_Q$ represents the loss function of the quantized network under the CDF quantization (detailed in Sec. 3.1), $\mathbf{W}$ denotes the set of the network weights, and $\mathbf{D}$ defined in Eq. (5) is the discrepancy of the data correlations which is minimized by the $l_1$-norm regularization (denoted as $\| \cdot \|_1$) with the penalty $\mu > 0$.

In Eq. (6), our goals are two-fold: 1) to minimize the prediction loss of the quantized model and 2) to minimize the changes in data correlations. Since Alternating Direction Method of Multipliers (ADMM) optimization has been demonstrated outperforming SGD to solve a multi-goal problem [4], we leverage ADMM to divide a complicated problem into sub-problems and effectively solve them. The ADMM constrained objective function is as follows:

$$\min_\mathbf{W, D} \mathcal{L}_Q(\mathbf{W}) + \mu \|\mathbf{D}\|_1,$$

(7)

s.t. $\mathbf{D} - \tilde{\mathbf{D}} = 0,$

which is equivalent to the objective function in Eq. (6). $\tilde{\mathbf{D}}$ is a set of parameters as a proxy of the target $\mathbf{D}$ to be regularized, and the difference between proxy and target is minimized in the constraint.

ADMM solves the constrained objective Eq. (7) by formulating it as the augmented Lagrangian function:
Algorithm 1: The quantization and optimization process of AlignQ

**Input:** Training data $X = \{x_1, x_2, ..., x_n\}$, model with initial weights $W^{(0)}$, $(k_1, k_2)$-bitwidth setting for (weight, activation) quantization, and the parameters ($\Gamma$, $\mu$, $\rho$) for optimization.

**Output:** Quantized model weights $W^*$. 

1. for $k=1$ to $s$ steps do
   1. Forward batch data through domain alignment quantization process (Eq. (1) and Eq. (2)).
   2. Approximate the gradients by Eq. (4).
   3. Retrieve the representations of intermediate layers.
   4. Compute the discrepancy of the data correlations $\mathbf{D}^{(k)}$ defined as Eq. (5).
   5. Update $W^{(k)}$ by minimizing Eq. (9) with SGD.
   6. Update $\Gamma^{(k)}$ with Eq. (11).
   7. Update $\Gamma^{(k)}$ with Eq. (12).

return: $W^{(s)}$

\[
\Psi(W, \mathbf{D}, \Gamma) = \mathcal{L}_Q(W) + \mu ||\mathbf{D}||_1 + \sum_l \text{trace}(\Gamma_l^T (\mathbf{D}_l - \mathbf{D}_l)) + \frac{\rho}{2} \sum_l ||\mathbf{D}_l - \mathbf{D}_l||_F^2, \tag{8}
\]

where $\mathbf{D}_l$ is the discrepancy of the correlations for the $l$-th network layer\(^1\), and $\Gamma_l$ denotes the dual variable, i.e., the Lagrange multiplier, which works as an attention mechanism that locally regularizes the change in correlation of each pair of data to different extents. The last term represents the global regularization on the primal residual in Frobenius norm (denoted as $|| \cdot ||_F$) with the penalty $\rho > 0$.

To efficiently obtain the optimal solution $(W^*, \mathbf{D}^*, \Gamma^*)$, ADMM algorithm solves the decoupled sub-problems from Eq. (8):

1. **Optimization for the CDF alignment quantization:**

\[
W^{(k+1)} = \arg\min_W \Psi(W, \mathbf{D}^{(k)}, \Gamma^{(k)}). \tag{9}
\]

The weights are updated with the stochastic gradient descent (SGD) method \([36, 41]\), where the gradients are approximated via Eq. (4).

2. **Optimization for data correlation preservation:**

\[
\mathbf{D}^{(k+1)} = \arg\min_{\mathbf{D}} \mu ||\mathbf{D}||_1 + \frac{\rho}{2} \sum_l ||\mathbf{D}_l - \mathbf{V}_l^{(k)}||_F^2, \tag{10}
\]

where $\mathbf{V}_l^{(k)} = \mathbf{D}_l + \frac{\mu}{\rho} \Gamma_l^{(k)}$. The solution is determined by the thresholding operation,

\[
\mathbf{D}_l^{(k+1)} = \begin{cases} (1 - \frac{\rho}{\mu ||\mathbf{V}_l^{(k)}||_F}) \mathbf{V}_l^{(k)}, & \text{if } ||\mathbf{V}_l^{(k)}||_F > \frac{\rho}{\mu}, \\ 0, & \text{otherwise}. \end{cases} \tag{11}
\]

3. **Update of the dual variable:**

\[
\Gamma_l^{(k+1)} = \Gamma_l^{(k)} + \rho (\mathbf{D}_l^{(k+1)} - \mathbf{D}_l^{(k)}). \tag{12}
\]

The proposed quantization and optimization processes of AlignQ are summarized in Algorithm 1.

#### 3.2.3 Convergence analysis

In this subsection, we analyze the convergence of ADMM optimization. As illustrated Line 5 to Line 8 in Algorithm 1, we compute the data correlations and update the ADMM parameters with the model weights in each training iteration. In other words, we update the parameters once in each iteration for an efficient training process. To ensure the convergence, we examine the decremental of training loss on data correlation preservation, i.e., the second term of Eq. (8), during the quantization process (see Appendix E).

#### 4. Experiments

##### 4.1. Experiment settings

**Benchmark datasets.** We evaluate AlignQ on benchmark datasets: CIFAR-10, SVHN \([33]\) and ImageNet ILSVRC 2012 \([37]\). CIFAR-10 consists of 60K images for 10 classes. SVHN contains 600K images for 10 classes. ImageNet has more than 1.2M images with 1000 classes.

**Domain shift datasets.** In addition to the benchmark image classification datasets, we also evaluate AlignQ on domain shift datasets, including Office-31 \([38]\) which contains three domains of data (each for 31 classes) and digit datasets including four domains (MNIST \([26]\), MINIST-M \([13]\), SynDigits \([12]\) and SVHN \([33]\)). The domain shift data is a non-i.i.d. scenario, where the training and testing data are derived from different domains.

**Architectures.** We evaluate AlignQ for the models ResNets \([18]\), DensNet-40 \([23]\) and MobileNet-V2 \([39]\) on the benchmark datasets. In addition, we also implement the quantized DANN \([14]\) and DSAN \([49]\), the benchmark models in the domain shift tasks.

**Training.** We implement AlignQ with PyTorch \([1]\) on an NVIDIA Tesla V100 GPU and an NVIDIA GTX 2080Ti.
**Hyperparameters.** The batch size is 512 for ImageNet, 128 for CIFAR-10 and SVHN, 100 for Office-31, and 64 for digits datasets during the training process. Training epochs are 200. The learning rate is in [0.01, 0.1]. The quantized space is $U(-\alpha, \alpha)$, where $\alpha$ is set to 1. The penalties $\mu$ and $\rho$ in the ADMM optimization are in [0, 0.3].

4.2. Non-i.i.d. in benchmark datasets and the effectiveness of CDF alignment

Fig. 3 compare the distributions of training and testing features of ResNet-20 (on CIFAR-10) and MobileNet-v2 (on SVHN) before and after the CDF alignment (introduced in Sec. 3.1.1). Fig. 3 (a)-(b) present the variances of the original data features. Therefore, we verify the distributions of training and testing data are non-i.i.d. in the benchmark datasets accordingly. In comparison, Fig. 3 (c)-(d) visualize the variances after adopting the proposed CDF alignment. The results show the discrepancy from the non-i.i.d training and testing data distributions is notably reduced, validating the effectiveness of the proposed CDF alignment.

4.3. Comparison results

In the following, we compare the quantization results of AlignQ with QAT \[11, 28, 47\], \[48\] and ZSQ \[5, 9, 19, 31, 44\].

4.3.1 Comparisons on benchmarks

**CIFAR-10.** Table 1 compares AlignQ with the state-of-the-art under small (ResNet-20) and large architectures (ResNet-56 and DenseNet-40). Compared with QAT \[11, 28, 47\], AlignQ achieves 5% to 10% accuracy increment at 4-bit quantization and 10% to 30% improvement at 2-bit quantization. ZSQ \[5, 9, 19, 31, 44\] takes advantage of the training statistics from the full-precision model to improve the accuracy compared to QAT. In contrast, AlignQ without the knowledge distilled from the full-precision model also outperforms the baselines. Especially for 2-bit models, AlignQ can obtain 1% to 3% accuracy improvements since it addresses the issue of non-i.i.d. in training and testing data by aligning the data to the same space for quantization and then preserving the data correlations to effectively minimize the quantization error (detailed in Sec. 3.1 and 3.2).

**SVHN.** Table 2 indicates that ResNet architecture quantized...
by AlignQ also outperforms the state-of-the-art on SVHN. Furthermore, we evaluate AlignQ on an efficient model MobileNet-v2 [39] with lightweight architectures and fewer model parameters. It is thereby more challenging to retain the prediction accuracy during the quantization process. Table 2 shows that most previous approaches fail in quantizing such a lightweight model at low bitwidths, e.g., 2 bits. ZAQ achieves 83.6% accuracy since it considers the inter-channel discrepancy in the quantized model and the full-precision model to enhance the prediction performance. However, the accuracy degradation is significant since ZAQ mainly focuses on distilling knowledge from the pretrained full-precision model but ignores the difference between the training and testing data. AlignQ addresses this issue by aligning data into the same domain and preserving the data invariance of the non-i.i.d. training and testing data is not reduced. AlignQ with the idea of the data space alignment for quantization can effectively reduce such errors and obtain performance improvements.

### ImageNet

We further evaluate AlignQ and the state-of-the-art on a large-scale dataset, ImageNet. Table 3 shows the quantization results on ImageNet under ResNet-50 and ResNet-18 architectures. ResNet-50 quantized by AlignQ achieves 72.7% accuracy at 4-bit quantization, superior to ZAQ with 70.1%. In addition, ResNet-18 quantized by AlignQ also obtains a higher prediction accuracy than ZAQ with 70.1%. AlignQ in the six domain shift classification tasks outperforms the state-of-the-art, especially in low bit widths. The quantization approach fails in the classification task.

### 4.3.2 Comparisons on domain shift data

In addition to the benchmark datasets, we evaluate the effectiveness of AlignQ on domain shift datasets, where the training and testing data are in different domains (non-i.i.d) in transfer learning, including digits [12, 13, 26, 33] and Office-31 [38].

#### Digits dataset. Table 4 presents the quantization results of DANN (VGG-2) [14] on digits datasets. The header A → B for an example indicates training on the source A dataset and testing on the target B dataset. * indicates the quantization approach fails in the classification task.

#### Office-31 dataset. Table 5 presents the performances of the quantized DANN [14] on Office-31. It shows that AlignQ in the six domain shift classification tasks outperforms the state-of-the-art, especially in low bit widths. The 5-bit DANN model by AlignQ achieves 71.2% accuracy in
Table 5. Accuracy (%) of quantized DANN (ResNet-50) [14] on Office-31. Three data domains in Office-31 include Amazon (A), Webcam (W), and DSLR (D), thereby indicating six combinations of domain shift classification tasks. The average performance is denoted as “Avg.”.

<table>
<thead>
<tr>
<th>W/A bit</th>
<th>Method</th>
<th>A → W</th>
<th>D → W</th>
<th>W → D</th>
<th>A → D</th>
<th>D → A</th>
<th>W → A</th>
<th>Avg.</th>
</tr>
</thead>
<tbody>
<tr>
<td>32/32</td>
<td>Source only</td>
<td>78.4</td>
<td>94.7</td>
<td>99.1</td>
<td>82.1</td>
<td>58.9</td>
<td>61.0</td>
<td>79.0</td>
</tr>
<tr>
<td></td>
<td>DANN [11]</td>
<td>78.9</td>
<td>95.3</td>
<td>98.2</td>
<td>82.1</td>
<td>59.1</td>
<td>61.8</td>
<td>79.2</td>
</tr>
<tr>
<td></td>
<td>AlignQ (Ours)</td>
<td>78.9</td>
<td>97.1</td>
<td>99.1</td>
<td>85.7</td>
<td>60.6</td>
<td>62.9</td>
<td>80.6</td>
</tr>
<tr>
<td>4/4</td>
<td>DeReFa [48]</td>
<td>59.6</td>
<td>82.5</td>
<td>90.2</td>
<td>62.5</td>
<td>38.2</td>
<td>45.5</td>
<td>63.1</td>
</tr>
<tr>
<td></td>
<td>APoT [28]</td>
<td>58.5</td>
<td>88.3</td>
<td>85.7</td>
<td>51.8</td>
<td>44.4</td>
<td>46.7</td>
<td>62.6</td>
</tr>
<tr>
<td></td>
<td>Choi et al. [9]</td>
<td>12.3</td>
<td>11.7</td>
<td>15.2</td>
<td>10.7</td>
<td>9.5</td>
<td>8.7</td>
<td>11.4</td>
</tr>
<tr>
<td></td>
<td>ZAQ [31]</td>
<td>12.1</td>
<td>12.4</td>
<td>14.2</td>
<td>10.3</td>
<td>7.8</td>
<td>8.9</td>
<td>11.0</td>
</tr>
<tr>
<td></td>
<td>AlignQ (Ours)</td>
<td>64.9</td>
<td>94.2</td>
<td>97.3</td>
<td>65.2</td>
<td>45.6</td>
<td>49.7</td>
<td>69.5</td>
</tr>
<tr>
<td>5/5</td>
<td>DeReFa [48]</td>
<td>60.2</td>
<td>87.1</td>
<td>92.0</td>
<td>57.1</td>
<td>37.2</td>
<td>45.3</td>
<td>63.2</td>
</tr>
<tr>
<td></td>
<td>APoT [28]</td>
<td>63.7</td>
<td>94.2</td>
<td>92.9</td>
<td>60.7</td>
<td>46.7</td>
<td>48.3</td>
<td>67.8</td>
</tr>
<tr>
<td></td>
<td>Choi et al. [9]</td>
<td>67.8</td>
<td>86.6</td>
<td>90.2</td>
<td>67.9</td>
<td>45.5</td>
<td>50.8</td>
<td>68.1</td>
</tr>
<tr>
<td></td>
<td>ZAQ [31]</td>
<td>67.4</td>
<td>87.8</td>
<td>89.5</td>
<td>68.1</td>
<td>43.2</td>
<td>50.2</td>
<td>67.7</td>
</tr>
<tr>
<td></td>
<td>AlignQ (Ours)</td>
<td>67.8</td>
<td>94.7</td>
<td>97.2</td>
<td>68.8</td>
<td>47.7</td>
<td>50.2</td>
<td>71.2</td>
</tr>
<tr>
<td>8/8</td>
<td>DeReFa [48]</td>
<td>64.9</td>
<td>91.2</td>
<td>93.8</td>
<td>57.1</td>
<td>40.2</td>
<td>47.2</td>
<td>65.7</td>
</tr>
<tr>
<td></td>
<td>APoT [28]</td>
<td>67.2</td>
<td>94.2</td>
<td>95.5</td>
<td>72.8</td>
<td>46.2</td>
<td>58.5</td>
<td>72.4</td>
</tr>
<tr>
<td></td>
<td>Choi et al. [9]</td>
<td>67.7</td>
<td>94.7</td>
<td>99.1</td>
<td>72.7</td>
<td>45.8</td>
<td>62.9</td>
<td>73.8</td>
</tr>
<tr>
<td></td>
<td>ZAQ [31]</td>
<td>68.4</td>
<td>95.3</td>
<td>99.1</td>
<td>73.2</td>
<td>47.7</td>
<td>63.0</td>
<td>74.5</td>
</tr>
</tbody>
</table>

5. Ablation study

This section evaluates the effectiveness of the proposed CDF alignment and the ADMM-based correlation preservation in AlignQ. Table 6 presents the results of the quantized ResNet models by AlignQ and the baseline uniform quantization (see Eq. (2)). It shows that AlignQ only considers the ADMM correlation preservation (noted as ADMM only) can improve the performance of uniform quantization, since we minimize the changes in data correlations that reduce the quantization error (also proved in Proposition 1 in Sec. 3.2). Furthermore, AlignQ with only the CDF alignment in quantization (noted as CDF only) obtains a significant improvement particularly at 2-bit quantization, since the alignment process enables the training and testing data to be i.i.d. (see Sec 3.1) to avoid a large quantization error as illustrated in Fig. 1. After we adopt ADMM correlation preservation with the CDF alignment during the quantization process (noted as CDF + ADMM), the results validate that the quantization error is further reduced.

Table 7 presents the effectiveness of AlignQ components on the data shift tasks, DANN model on Office-31. The uniform quantization considered with the correlation preservation by ADMM (see Sec. 3.2) outperforms the baseline uniform quantization in each domain shift recognition task. Moreover, when regarding the CDF alignment, the overall performance increases by 12% to 17%, i.e., from 57.9% (uniform) to 70.5% (CDF only) and from 58.8% (ADMM only) to 70.7% (CDF + ADMM). Appendix C the effectiveness of AlignQ components for the quantized DSAN on Office-31.

6. Conclusion

In this paper, we propose AlignQ to address non-i.i.d. in training and testing data. We propose CDF alignment to align the data to the same domain (i.i.d) for quantization to minimize the quantization error. Moreover, we prove that the significant changes in data correlations after quantization also induce a larger quantization error. Thus, we design an ADMM optimization process to minimize the discrepancy of data correlations before and after the alignment-quantization process to further lower the quantization error. Experimental results manifest that AlignQ outperforms the state-of-the-art transfer learning model on Office-31.
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