Computing Wasserstein-$p$ Distance Between Images with Linear Cost

Yidong Chen$^{1,2}$  Chen Li$^1$  Zhonghua Lu$^{1,*}$

$^1$Computer Network Information Center, Chinese Academy of Sciences
$^2$University of Chinese Academy of Sciences
chenyidong@cnic.cn, lichen@sccas.cn, zhlu@cnic.cn

Abstract

When the images are formulated as discrete measures, computing Wasserstein-$p$ distance between them is challenging due to the complexity of solving the corresponding Kantorovich’s problem. In this paper, we propose a novel algorithm to compute the Wasserstein-$p$ distance between discrete measures by restricting the optimal transport (OT) problem on a subset. First, we define the restricted OT problem and prove the solution of the restricted problem converges to Kantorovich’s OT solution. Second, we propose the SparseSinkhorn algorithm for the restricted problem and provide a multi-scale algorithm to estimate the subset. Finally, we implement the proposed algorithm on CUDA and illustrate the linear computational cost in terms of time and memory requirements. We compute Wasserstein-$p$ distance, estimate the transport mapping, and transfer color between color images with size ranges from $64 \times 64$ to $1920 \times 1200$. (Our code is available at https://github.com/ucascnic/CudaOT)

1. Introduction

The long history of optimal transport (OT) problems can be traced back to the pioneering work of Monge (1781), Tolstosn (1930), Kantorovich (1942) and Brenier (1991) [6]. To this day, this theory has provided a fertile ground for research with deep connections to convexity [18], partial differential equations [8], economic problems [13], machine learning [3] and computer vision [28].

The theory of OT defines a distance on probability measures, called the Wasserstein distance. The Wasserstein distance can not be calculated analytically in most cases and it is computationally more costly than $L^p$-distance. The computational effort to calculate Wasserstein distance and solve optimal coupling remains the bottleneck in many applications as the problem size grows. Consequently, efficient algorithms for computing Wasserstein distance are needed.

The straightforward way to solve the discrete OT problems is to use linear programming based algorithms such as the Hungarian method [26], the auction algorithm [4] and the network simplex [31], which are typically numerically robust. The limitation of them is the algorithmic complexity, especially the memory requirements for solving large problems. The approximation based methods, however, add an entropy entry to the original formulation and make the objective be a strongly convex function, which helps develop iteration based algorithms such as the Sinkhorn algorithm [41], the Greenkhorn algorithm [2] and Screening Sinkhorn [1]. The Sinkhorn algorithm provides an efficient and scalable approximation to the original OT problem and it is easy to be parallelized. However, for large problems, it is costly to store the dense matrix in memory and numerical issues appear as some of the elements of the kernel become too negligible to be stored as positive numbers and become instead null. The Greenkhorn, has a better performance of convergence compared to the Sinkhorn and the computational cost is much lower since it only requires updating a specific row or column in each iteration, but it remains a numerical issue for large discrete OT problems. An effective way to remove the numerical issues of the Sinkhorn algorithm is conducting the iteration on a log domain [25, 40], which guarantees a bounded kernel during every iteration. The drawback is that it requires many additional computations of exponential operation in each iteration. A stabilized sparse algorithm, which brings the idea of generating a stabilized kernel during every iteration, was studied in [37] to not only remove numerical issues of the Sinkhorn algorithm but also solve the discrete OT problem between large point clouds. A related scaling algorithm was studied in [10] for computing the unbalanced OT problems. The limitation of the sparse algorithm is that it requires considerable time to generate the sparse kernel during iterations. The multi-scale scheme for measures approximation was studied in [30] for solving the semi-discrete OT problems and showed a significant improvement in terms of solution time and memory requirements for solving the discrete OT problems such as the Shielding method [36], which is efficient for computing Wasserstein-2 distance but converges very slow for computing Wasserstein-1 distance. There are
also gradient-based algorithms [14, 24] for solving large OT problems with less complexity than the Sinkhorn algorithm. These algorithms work sufficiently for the semi-discrete OT problems [7, 27] but remain numerical issues for large dense discrete OT problems since the gradient will become nearly zeros during iterations.

This paper focuses on developing the Sinkhorn based algorithm on a restricted subset to reduce the time and memory requirements during iterations. Our work complements both lines of work, theoretical and practical. By providing the proof to guarantee the convergence of the OT problem restricted on a subspace for general nonnegative cost functions, we develop a multi-scale sparse Sinkhorn (M3S) algorithm and implement it on CUDA for solving large dense discrete OT problems with linear cost in terms of solution time and memory requirements. In practice, we can compute solutions with problem sizes going up to two million variables on a modern GPU, much faster than other methods and without loss of accuracy.

The main contributions of this paper are as follows. Firstly, we introduce the restricted regularized OT problem and prove its convergence to the original unregularized OT problem. Secondly, based on the guarantee of the convergence, we propose the M3S algorithm for computing large dense discrete optimal transport problem. Thirdly, we provide a CUDA implementation of the proposed algorithm for computing Wasserstein-\(p\) distance and transferring color between images up to 1920 \(\times\) 1200 in size.

The remainder of the paper is organized as follows. In Section 2, we review the unregularized and the regularized discrete OT. Section 3 and Section 4 contain our main contribution, that is, the convergence of the restricted regularized discrete OT and the M3S algorithm. In Section 5, we present numerical results for the proposed algorithm. Section 6 concludes the paper.

2. Discrete Optimal Transport and Entropy Regularization

Notations. We denote non-negative real numbers by \(\mathbb{R}_+\), the set of integers \(\{1, \ldots, n\}\) by \([n]\). The standard Euclidean inner product is denoted by \(\langle \cdot, \cdot \rangle\). The probability simplex is denoted by \(\Sigma_n := \{a_i \in \mathbb{R}_+ : \sum_{i=1}^n a_i = 1\}\). For a discrete, finite space \(Z\) (typically \(X, Y\) and \(X \times Y\)) we write \(|Z|\) for its cardinality. For a matrix \(A \in \mathbb{R}^{n \times m}\) its support is defined by \(\text{support}(A) = \{(i, j) | a_{ij} > 0\}\). The coordinates \(r_i(A)\) and \(c_j(A)\) denote the \(i\)th row sum and \(j\)th column sum of \(A\). For \(a, b \in \mathbb{R}^n\), the operators \(\circ\) and \(\odot\) denote pointwise multiplication and division, respectively. For \(a \odot b \in \mathbb{R}^n\), \((a \circ b)_i := a_i \cdot b_i\) for \(i \in [n]\). The functions \(\exp\) and \(\log\) are extended to \(\mathbb{R}^n\) by pointwise application to all components: \(\exp(a)_i := \exp(a_i)\). We use \(1_n\) and \(0_n\) to denote the all-ones and all-zeros vectors in \(\mathbb{R}^n\). \(\text{diag}(a)\) represents the diagonal matrix with the vector \(a\) on the diagonal.

2.1. Discrete Optimal Transport

Given discrete probability measures \(\mu\) and \(\nu\) such that

\[
\mu = \sum_{i=1}^{n} \mu_i \delta_{x_i}, \quad \nu = \sum_{j=1}^{m} \nu_j \delta_{y_j},
\]

\[
\sum_{i=1}^{n} \mu_i = \sum_{j=1}^{m} \nu_j = 1, \quad \mu_i, \nu_j \geq 0,
\]

the set \(\Pi(\mu, \nu) := \{\pi \in \mathbb{R}_+^{n \times m} | \pi 1_m = \mu, \pi^T 1_n = \nu\}\) is called the couplings between \(\mu\) and \(\nu\). Let \(c \in \mathbb{R}^{n \times m}\) be a cost matrix, such that the cost of taking one unit of mass from \(x_i \in X\) to \(y_j \in Y\) is given by \(c_{ij}\). The discrete optimal transport problem between \(\mu\) and \(\nu\) is given by

\[
L_c(\mu, \nu) := \min_{\pi \in \Pi(\mu, \nu)} E(\pi) := \langle c, \pi \rangle.
\]

We focus on the general case with \(c\) being a non-negative dense matrix. In this case, we call (3) the dense or full problem. The problem is linear programming with the best theoretical complexity \(O(n^2)\) when \(m = n\) [29].

2.2. Entropy Regularization

Definition 1 (Entropy Function) For discrete measure \(\pi \in \mathbb{R}_+^{n \times m}\), we define the entropy \(H(\pi)\) of \(\pi\) by

\[
H(\pi) := -\sum_{i,j} (\pi_{ij} \log \pi_{ij} - \pi_{ij}),
\]

Remark 1 If \(\pi\) is not strictly positive for some \(i, j\) such that \(\pi_{ij} = 0\), the value \(\pi_{ij} \log \pi_{ij}\) is defined as 0. Since \(\lim_{z \to 0} z \log z = 0\), the entropy function \(H(\pi)\) is a continuous function defined on \(\mathbb{R}_+^{n \times m}\).

The entropy regularization of the discrete optimal OT problem is given by

\[
\min_{\pi \in \Pi(\mu, \nu)} E_c(\pi) := \langle c, \pi \rangle - \varepsilon H(\pi),
\]

where \(\varepsilon > 0\) is a regularization parameter. By applying the Fenchel-Rockafellar duality theory ([34] Section 6), the corresponding dual problem is given by

\[
\max_{(\alpha, \beta) \in (\mathbb{R}^n, \mathbb{R}^m)} J_c(\alpha, \beta) := \langle \alpha, \mu \rangle + \langle \beta, \nu \rangle - \varepsilon (e^{\alpha/\varepsilon}, K e^{\beta/\varepsilon}),
\]

where \(K \in \mathbb{R}_+^{n \times m}\) is the Gibbs kernel with entries \(K_{ij} := \exp(-c_{ij}/\varepsilon)\). The optimal coupling \(\pi^*_c\) of the problem (4) can be described by

\[
\pi^*_c = \text{diag}(\exp(\alpha/\varepsilon)) K \text{diag}(\exp(\beta/\varepsilon)).
\]
The combination of (5) and the marginal conditions induces a natural and famous Sinkhorn algorithm by updating variables \(u^{(l)}\) and \(v^{(l)}\) with
\[
u^{(l+1)} = \mu \odot (Ku^{(l)}), \quad u^{(l+1)} = \nu \odot (KTu^{(l+1)}),
\]
where the initial value \(u^{(0)}\) is given by \(u^{(0)} = \mathbf{1}_m\).

As \(\varepsilon \to 0\), the solution of the regularized OT problem (4) converges to the unregularized problem (3) [11], and the primal-dual gap between \(E_\varepsilon (\pi)\) and \(J_\varepsilon (\alpha, \beta)\) has been well estimated in [37]. However, in practice, the memory required to store the kernel \(K\) becomes too large to be ignored. For examples, if we compute the Wasserstein distance between two \(256 \times 256\) gray images by Sinkhorn algorithm, the size of kernel is \(2^{16} \times 2^{16}\). It requires 32 G-B memory for the kernel to be stored in double precision, which is very demanding and low efficiency.

### 3. Optimal Transport Restricted on Subset

We propose the regularized optimal transport restricted on a subset and prove that the solution of the restricted optimal transport converges to the unregularized problem (3) as \(\varepsilon \to 0\) under certain conditions, which inspires us to develop our algorithm to compute the Wasserstein distance and the optimal coupling fast and precisely by using less memory.

**Definition 2 (Restricted OT Problem)** Let \(c \in \mathbb{R}^{n \times m}_+\) be a cost matrix and \(N_0\) be the basis set, the indices of the entries of \(c\), i.e. \(N_0 = [n] \times [m]\). If \(N \subset N_0\), the unregularized optimal transport problem restricted on \(N\) is given by
\[
\min_{\pi \in \Pi^N(\mu, \nu)} E_\varepsilon^N (\pi) := \sum_{(i,j) \in N} \pi_{ij} c_{ij},
\]
where the restricted coupling \(\Pi^N(\mu, \nu)\) is given by
\[
\Pi^N(\mu, \nu) := \{\pi \in \mathbb{R}^{n \times m}_+ \mid \sum_{i \in [n]} \pi_{ij} = \mu_i, \sum_{j \in [m]} \pi_{ij} = \nu_j, \pi_{ij} = 0, (i, j) \notin N_0 \setminus N\}.
\]

For \(\varepsilon > 0\), the regularized OT problem restricted on \(N\) is defined as
\[
\min_{\pi \in \Pi^N(\mu, \nu)} E_\varepsilon^N (\pi) := \sum_{(i,j) \in N} \left(\pi_{ij} c_{ij} - \varepsilon (\pi_{ij} \log \frac{\pi_{ij}}{\mu_i} + \pi_{ij})\right).
\]

The problem (6) and (7) are feasible if the set \(\Pi^N(\mu, \nu)\) is nonempty. Clearly, if we could estimate a suitable subset such that the set \(N\) has a smaller cardinality \(|N|\) and guarantee the feasibility of the problem, then the problem can be solved faster and with less memory. The key point is, under what conditions the problem is feasible and whether the restricted regularized problem converges to the unregularized problem. We state the following theorem and prove it.

**Theorem 1** Let \(\pi^*\) be the optimal solution with maximal entropy within the set of all optimal solutions of the unregularized problem as in (3), namely
\[
\pi^* = \arg \min_\pi \{-H(\pi) : \pi \in \Pi(\mu, \nu), \langle c, \pi \rangle = L_c(\mu, \nu)\}
\]
If \(\text{spt} \pi^* \subset N\), then
(i) \(\min_{\pi \in \Pi(\mu, \nu)} E_\varepsilon^N (\pi)\) is feasible.
(ii) The unique solution \(\hat{\pi}^*(\varepsilon)\) of (7) converge to \(\pi^*\), namely
\[
\lim_{\varepsilon \to 0} \hat{\pi}^*(\varepsilon) = \pi^*.
\]

The limitation is taken with every entry of \(\hat{\pi}^*(\varepsilon)\).

(iii) The \(\min_{\pi \in \Pi(\mu, \nu)} E_\varepsilon^N (\pi)\) converge to the unregularized Kantorovich problem as in Definition (3), namely
\[
\lim_{\varepsilon \to 0} \min_{\pi \in \Pi(\mu, \nu)} E_\varepsilon^N (\pi) = L_c(\mu, \nu).
\]

If we restrict the original regularized problem (4) on a sparse subset \(N\) such that \(\text{spt} \pi^* \subset N\), it would be sufficient to solve the problem and get an approximate solution. For such a subset \(N\) and a matrix \(A \in \mathbb{R}^{n \times m}\), we denote its rows and columns’ sum on the subset by \(r^N(A) := \sum_{i \in [n]} A(i, j) \in \mathbb{R}^n\) and \(c^N(A) := \sum_{j \in [m]} A(i, j) \in \mathbb{R}^m\), respectively. The Sinkhorn iteration restricted on subset \(N\) is given in Algorithm 1.

**Algorithm 1** RestrictedSinkhorn \((N, K, \mu, \nu, \varepsilon)\)

1. \(k \leftarrow 0\)
2. \(v^{(0)} \leftarrow \mathbf{1}_m\)
3. **repeat**
4. if \(k\) is even then
5. \(u^{(k+1)}(i) \leftarrow \mu_i / r^N(Kv^{(k)})\) for all \(i \in [n]\)
6. \(v^{(k+1)}(j) \leftarrow \nu_j / c^N(K^Tu^{(k+1)})\) for all \(j \in [m]\)
7. else
8. \(v^{(k+1)}(j) \leftarrow \nu_j / c^N(K^Tu^{(k+1)})\) for all \(j \in [m]\)
9. \(u^{(k+1)}(i) \leftarrow u^{(k)}(i)\)
10. **end if**
11. \(k \leftarrow k + 1\)
12. \(\pi^{(k)}_{ij} \leftarrow u^{(k)}(i) \exp(-c_{ij} / \varepsilon)v^{(k)}(j)\) for \((i, j) \in N\)
13. **until** \(\|r^N(\pi^{(k)}) - \mu\|_2 + \|c^N(\pi^{(k)}) - \nu\|_2 < \delta^2\)
14. \(\alpha^{(k)} \leftarrow \varepsilon \log u^{(k)}, \beta^{(k)} \leftarrow \varepsilon \log v^{(k)}\)
15. **Output** \(\pi^{(k)}, \alpha^{(k)}, \beta^{(k)}\)
The only difference between the Sinkhorn algorithm and the RestrictedSinkhorn algorithm is that we conduct the iterations on a subset rather than the whole domain [23]. The RestrictedSinkhorn algorithm outputs two extra variables, \( u^{(k)} \) and \( v^{(k)} \), which play a key role in finding a new subset \( \mathcal{N} \) such that \( \text{spt}\pi^* \subseteq \mathcal{N} \). We’ll discuss them later. The following theorem guarantees the convergence of the RestrictedSinkhorn algorithm. (Proof. See Appendix).

**Theorem 2** Let \( \mathcal{N} \subset \mathcal{N}_0 \) be a subspace such that \( \text{spt}\pi^* \subseteq \mathcal{N} \). Algorithm 1 outputs a matrix \( \pi \) satisfying \( ||r^N(\pi) - \mu||_2 + ||c^N(\pi) - \nu||_2 < \delta^2 \) after \( O(N\rho\delta^{-2}\log(h/s)) \) iterations, where \( h = \sum_{i,j\in\mathcal{N}}\pi_{ij} \cdot \rho = \max\{||r^N(\pi)||_\infty, ||c^N(\pi)||_\infty\} \) and \( s = \min\{(i,j)\in\mathcal{N}, \pi_{ij}>0\} \).

**Corollary 1** Let \( \mathcal{N} \subset \mathcal{N}_0 \) be a subspace such that \( \text{spt}\pi^* \subseteq \mathcal{N} \). Algorithm 1 outputs a matrix \( \pi \) satisfying \( ||r^N(\pi) - \mu||_1 + ||c^N(\pi) - \nu||_1 < \delta^2 \) after \( O(N\rho\delta^{-2}\log(h/s)) \) iterations, where \( N = \max\{m, n\} \).

The extra factor of \( N \) in Corollary 1 is needed since we have to conduct \( N \) more times iterations to convert the \( I_2 \) bound to the \( I_1 \) bound. The stopping criterion \( ||r^N(\pi(k)) - \mu||_2 + ||c^N(\pi(k)) - \nu||_2 < \delta^2 \) in Algorithm 1 could be adjusted to \( ||r^N(\pi(k)) - \mu||_1 + ||c^N(\pi(k)) - \nu||_1 < \delta \), which follows the idea from [2] and is a stronger \( I_1 \) approximation. This adjustment is justified by the following theorem.

**Theorem 3** Let \( \mathcal{N} \subset \mathcal{N}_0 \) be a subspace such that \( \text{spt}\pi^* \subseteq \mathcal{N} \). Algorithm 1 outputs a matrix \( \pi \) satisfying \( ||r^N(\pi(k)) - \mu||_1 + ||c^N(\pi(k)) - \nu||_1 < \delta \) after \( O(N\rho\delta^{-2}\log(h/s)) \) iterations.

Algorithm 1 conducts the standard Sinkhorn iteration on a subset, which will cause numerical issues as \( \varepsilon \to 0 \). To avoid that, we define the following stabilized kernel to replace the original kernel. The replacement generates stabilized iterations, which are mathematically equivalent to the original Sinkhorn algorithm but make a significant improvement in practice.

**Definition 3 (Stabilized Kernel [37])** For \( \varepsilon > 0, \alpha \in \mathbb{R}^n \) and \( \beta \in \mathbb{R}^m \), the stabilized kernel \( K(\varepsilon, \alpha, \beta) \) associated with cost matrix \( c \) is given by

\[
K_{ij}(\varepsilon, \alpha, \beta) = \exp \left( \frac{1}{\varepsilon} (\alpha_i + \beta_j - c_{ij}) \right), \quad (i, j) \in \mathcal{N}_0. \tag{10}
\]

**Definition 4 (Restricted Kernel)** For a space \( \mathcal{N} \subset \mathcal{N}_0 \), the restricted kernel \( K^\mathcal{N} \) is defined as

\[
K^\mathcal{N}_{ij} := \begin{cases} K_{ij}, & (i, j) \in \mathcal{N}, \\ 0, & (i, j) \in \mathcal{N}_0 \setminus \mathcal{N}. \end{cases} \tag{11}
\]

To avoid numerical issues during iteration, we intended to start from a suitable subspace \( \mathcal{N}^r \) to conduct iterations and then refine the subset to a ‘smaller’ one, which is summarized in Algorithm 2. We will show how to generate the subspace \( \mathcal{N}^r \) by multi-scale scheme in the next section.

**Algorithm 2 SparseSinkhorn \((X, Y, \mathcal{N}, \alpha, \beta, \varepsilon, \theta)\)**

1: initialize \( l \leftarrow 0, \varepsilon^{(0)} \)
2: \( \mathcal{N}^{(0)} \leftarrow \mathcal{N}, \alpha^{(0)} \leftarrow \alpha, \beta^{(0)} \leftarrow \beta \\
3: \text{repeat}
4: \text{generate the kernel } K^{\mathcal{N}^{(l)}} \text{ by (11)}
5: \( (\alpha^{(l+1)}, \beta^{(l+1)}, \varepsilon^{(l)}) \leftarrow \text{RestrictedSinkhorn}(\mathcal{N}^{(l)}, K^{\mathcal{N}^{(l)}}, \mu, \nu, \varepsilon^{(l)}) \)
6: \( \varepsilon^{(l+1)} \leftarrow \varepsilon^{(l)}/(1 + \sigma) \)
7: \( \mathcal{N}^{(l+1)} \leftarrow \emptyset \)
8: \text{for } (i, j) \in \mathcal{N}^{(l)} \text{ do}
9: \quad if \( K^{\mathcal{N}^{(l)}}_{ij}(\varepsilon^{(l+1)}, \alpha^{(l+1)}, \beta^{(l+1)}) \geq \theta \) then
10: \quad \( \mathcal{N}^{(l+1)} \leftarrow \mathcal{N}^{(l+1)} \cup (i, j) \)
11: \quad end if
12: \text{end for}
13: \( l \leftarrow l + 1 \)
14: \text{until } \varepsilon^{(l)} < \varepsilon \)
15: Output \( \pi^{(l)}, \alpha^{(l)}, \beta^{(l)} \)

The scaling steps \( \varepsilon^{(l+1)} \leftarrow \varepsilon^{(l)}/(1 + \sigma) \) (Algorithm 2 step 12) generate a decreasing sequence \( \{\varepsilon^{(l)}\} \) that converges to zeros \((\sigma > 0)\). For positive parameter \( \varepsilon_1 \), Algorithm 2 step 5 performs the RestrictedSinkhorn algorithm on a subset \( \mathcal{N}^{(l)} \), which outputs a coupling \( \pi^{(l+1)} \) and two dual variables \( \alpha^{(l+1)} \) and \( \beta^{(l+1)} \). Followed by the truncation steps (Algorithm 2 steps 7-12), the new subset is generated by truncating the kernel with the parameter \( \theta \). The idea of truncating kernel to generate a new subset takes inspiration from [37]. However, we should point out that our algorithm create the new subset \( \mathcal{N}^{(l+1)} \) by truncating the kernel on the old subset \( \mathcal{N}^{(l)} \) rather than the whole space \( X \times Y \), which reduces the computational cost significantly. Following the idea from [42], we provide a theoretical analysis to validate the proposed truncation steps when \( |X| = |Y| = n \).

**Definition 5** Let \( V \) be the vertices of the set \( \Pi(\mu, \nu) \), the suboptimal gap \( \Delta \) of the restricted OT is defined as

\[
\Delta \triangleq \inf_{\{\pi \in \Pi(\mu, \nu)\}} \langle c, \pi \rangle - \langle c, \pi^* \rangle. \tag{12}
\]

**Theorem 4** Let \( \varepsilon^{(0)} < \frac{\Delta}{n \log n - \log(\sigma/2)} \) and \( \theta < \frac{4}{3} - \delta(1 + \sigma) \), Algorithm 2 steps 7-12 output a subset \( \mathcal{N}^{(l+1)} \) such that \( \text{spt}\pi^* \subseteq \mathcal{N}^{(l+1)} \), where \( s = \min\{(i,j)\in\mathcal{N}, \pi_{ij}>0\} \).

4. Estimate the Subset by Multi-Scale Scheme

Algorithm 2 approaches the unregularized OT problem by performing Sinkhorn iterations on a restricted subspace.
The remaining problem is how to provide a suitable \( \mathcal{N} \) for Algorithm 2. We employ the multi-scale scheme to identify the subset \( \mathcal{N} \) by using the solution from the previous scale. Additionally, the solution at the previous scale provides a initialization for the current scale, which reduces the memory usage significantly.

**Definition 6 (Hierarchical Partition [38])** A hierarchical partition for a discrete set \( X \) is an ordered tuple \( (X^{(0)}, \ldots, X^{(K-1)}) \) where \( X^{(0)} = \{ x \in X \} \) is the trivial partition of \( X \) into singletons and the child cell is constructed by merging cells from the child cell’s previous level. For \( k \in \{ 1, \ldots, K-1 \} \) and any \( x_i \in X^{(k)} \) there exists some \( X \subset X^{(k-1)} \) such that \( x_i = \bigcup x_i \in X \hat{x}_i \), and we call \( \hat{x}_i \) a child of \( x_i \).

For discrete measure \( \mu = \sum_{i=1}^{n} \mu_i \delta_{x_i} \), its multi-scale measure scheme is the tuple \( (\mu^{(0)}, \ldots, \mu^{(K-1)}) \) which can be decomposed from fine \( (k = 0) \) to coarse \( (k = K-1) \) scales by setting

\[
\mu^{(k)} = \sum_{i \in J^{(k)}} \mu^{(k)}_{i} \delta_{x^{(k)}_i}, \quad X^{(k)} = \{ x^{(k)}_i : i \in J^{(k)} \}. \tag{13}
\]

Starting from \( \mu^{(0)} = \mu \) (and \( X^{(0)} = \{ X \} \)), we extract a clustering \( X^{(k)} = \bigcup_{i \in J^{(k)}} C_i^{(k)} \) of the support of \( X^{(k)} \) of \( \mu^{(k)} \), and we denote by \( X^{(k+1)} = \{ x_i^{(k+1)} : i \in J^{(k+1)} \} \) the corresponding cluster centroids. Next, we compute the weights by gathering the mass in each cluster \( \mu^{(k+1)} = \mu^k(C_i^{(k)}) \).

Let \( X \in \mathbb{R}^n \) and \( Y \in \mathbb{R}^m \) be vectors with hierarchical partitions \( (X^{(0)}, \ldots, X^{(K-1)}) \) and \( (Y^{(0)}, \ldots, Y^{(K-1)}) \), where \( X^{(k)} = \{ x_i^{(k)} : i \in J_X^{(k)} \} \) and \( Y^{(k)} = \{ y_j^{(k)} : j \in J_Y^{(k)} \} \). For cost matrix \( c \in \mathbb{R}^{n \times m} \), the cost map \( C \) is given by \( C : X \times Y \to \mathbb{R}^{n \times m} \) with \( C(x_i, y_j) = c_{ij}. \) The hierarchical partition of cost matrix \( c^{(0)}, \ldots, c^{(K-1)} \) is

\[
\frac{(k)}{c_{ij}} = \min\{x, y\} C(x, y), (i, j) \in J_X^{(k)} \times J_Y^{(k)}, \tag{14}
\]

for \( k \in \{0, \ldots, K - 1\} \). Fig. 1 (left) shows a three-level multi-scale structure of two discrete measures \( X \) and \( Y \) (Each measure has eight elements and the measure \( (X, Y) \) has 64 elements). The hierarchical partition is created by combining the adjoining measure from the previous level. The first layer \( (k = 0) \) denotes the original measure and \( (x_0^{(0)}, y_0^{(0)}) \) is a child of \( (x_1^{(1)}, y_1^{(1)}) \) in the second layer \( (k = 0) \). The third layer has only four elements. Each of the element is the combination of the measures \( (x_1^{(1)}, y_1^{(1)}) \) from the second layer. We further illustrate how the multi-scale scheme is combined with the SparseSinkhorn algorithm to approach the restricted OT problem (4). We start computing the optimal coupling from the coarse layer by calling the SparseSinkhorn algorithm. After that a new coupling is generated and the subset is estimated for the next layer. Then the SparseSinkhorn algorithm is called again, and a new coupling is computed. The loops continue until reaching the first layer with \( k = 0 \). Finally, we generate the subset \( \mathcal{N}^{(0)} \) and compute the optimal coupling \( \pi^{(0)} \). The procedure is summarised in Algorithm 3. Please refer to Fig. 1 (right) for a specific example.

**Algorithm 3 Multi-Scale SparseSinkhorn**

1: Construct multi-scale structures \( \{ (X^k, \mu^{(k)}) \}_{k=0}^{K-1} \), \( \{ (Y^k, \nu^{(k)}) \}_{k=0}^{K-1} \) and \( \{ (\alpha^{(k)}, \beta^{(k)}) \}_{k=0}^{K-1} \)
2: \( \alpha^{(K-1)}, \beta^{(K-1)} \leftarrow 0 \)
3: \( \mathcal{N}^{(K-1)} \leftarrow J_X^{(K-1)} \times J_Y^{(K-1)} \)
4: for \( k = K - 1, \ldots, 0 \) do
5: \( \pi^{(k)}, \alpha^{(k)}, \beta^{(k)} \leftarrow \text{SparseSinkhorn}(X^k, Y^k, \mathcal{N}^{(k)}, \alpha^{(k)}, \beta^{(k)}, \epsilon^{(k)}, \theta) \)
6: if \( k > 0 \) then
7: \( \mathcal{N}^{(k-1)} \leftarrow \emptyset \)
8: for \((i, j) \in \text{spt} \pi^{(k)}\) do
9: \( \text{for } (x_i^{(k-1)}, y_j^{(k-1)}) \in \text{children}(x_i^{(k)}), \text{children}(y_j^{(k)}) \) do
10: \( \mathcal{N}^{(k-1)} \leftarrow \mathcal{N}^{(k-1)} \cup (i, j) \)
11: \( (\alpha^{(k-1)}, \beta^{(j-1)}) \leftarrow (\alpha^{(k)}, \beta^{(j)}) \)
12: end for
13: end for
14: end if
15: end for
16: Output \( \pi^{(0)} \)

**Remark 2** Using the multi-scale scheme to compute the OT problem was first proposed in [30] and studied in [21, 27, 37]. The difference between our algorithm and the existing methods is that the methods [27, 30] only use the solution from the coarse as a warm start but do not provide a new subset for the next layer. Moreover, we compute the subset \( \mathcal{N}^{(k-1)} \) according to the set \( \text{spt} \pi^{(k)} \) while the multi-scale algorithm [37] computes the subset in the set \( X \times Y \), which is much more time-consuming to estimate the subset compared with ours.

**5. Numerical Experiments**

Numerical experiments are presented in this section to demonstrate the performance of the M3S algorithm in terms of computing time and memory requirements. Moreover, we compute the Wasserstein-p distance between color images and transfer color between 1920 \( \times \) 1200 images. All reported run-times are obtained on a computer with 64GB-B memory, a 2.7GHz Intel Xeon E5-2697 processor, and a GPU of RTX (2080Ti).
5.1. Performance Analysis

We first consider the OT between pairs of $n \times n$ grayscale images. The cost matrix $c \in \mathbb{R}^{n^2 \times n^2}$ is computed by $c(x, y) = |x - y|^p$, which is the $l_p$ distances between pixel locations. The experiment is tested on the DOT benchmark [39] with image size ranges from $32 \times 32$ to $512 \times 512$, which means that the cardinalities of $X$ and $Y$ ranged from $2^{10}$ to $2^{18}$ and the dimension of the full coupling spaces between $2^{32}$ and $2^{56}$. We consider transports between two images with equal size, i.e., $|X| = |Y|$. We first compute the OT problem with the $l_p$ distances between pixel locations for $p \in [1, 2, 5]$. For $p = 1$, we compute the earth mover’s distance. We set $\theta = 10^{-8}$ for refining the new subset and $\delta = 10^{-5}$ for estimating the error bound.

The performance of the M3S algorithm is compared with our GPU implementation of the Sinkhorn Algorithm, and compared with CPU implementation of the CPLEX network simplex [12], the FastEMD [32], the Greenkhorn algorithm [2] implemented by the POT library [19]. Moreover, we compare the M3S with the multi-scale Sinkhorn (M2S) implemented by [17]. We also equip both algorithms with the keops backend [9] and set the same parameters for comparison. Fig. 2 (right) compares the memory usage of different algorithms for computing the Wasserstein-1 distance, namely, we compute the Earth Mover Distance (EMD). The M3S algorithm shows an $O(n)$ increase in memory requirements. The Sinkhorn algorithm shows an $O(n^2)$ increase in memory requirements, and it runs out of memory on our device (RTX 2080ti) after the problem size becomes larger than $128 \times 128(2^{14})$. Both the FastEMD and the transport network simplex show an $O(n^3)$ increase in memory requirements. Among all of our tests, the FastEMD method uses the smallest memory compared with the Sinkhorn algorithm and the Network simplex, but it still cost about 30.2GB memory to calculate the EMD between two images with size $256 \times 256$. The proposed algorithm shows a linear memory requirement for computing the EMD as $N$ increases to more than $2^{36}$.

Fig. 2 (left) shows the solving time for computing the EMD by different algorithms. Among all of the tests, the
Figure 4. Computing Wasserstein-2 distance between 30 color images (1920 × 1200) by the M3S algorithm. We compute the Wasserstein distance between images and construct the distance matrix. We use the multidimensional scale to reconstruct the distance matrix and get the three-dimensional coordinates of the center point of each image. The images are presented in $\mathbb{R}^3$ according to their coordinates. We take one image as a reference, and the other images are projected onto the plane of this image. Our work is an extension of measuring the color images distance in 3D space. (see [35], Fig. 6)

Figure 5. Color transfer between 1920 × 1200 images. We compute the optimal transport mapping of each pixel from the source image to the reference image in RGB space by the proposed algorithm.

FastEMD shows an $O(n^3)$ increase of time requirement and the time required by the proposed algorithm grows linearly. It takes an average of 28.90 seconds for computing the EMD between two images with size 512 × 512. Other methods fail to converge within the observation time (1200 seconds). We make a further study by comparing the average solving time for cost $c(x, y) = |x - y|^p$ for different $p$. It can be seen that the solving time varies with different $p$ in Fig. 3 (left). We observe an average of 7 seconds for solving the OT between two images with size 256 × 256 while $p$ ranges from 1 to 1.4, and as $p$ becomes close to 2.0, the solving time decreases. Fig. 3 (right) shows the memory usage for storing the sparse matrix $K(x, y)$, which takes up the main memory resources on GPU. For different $p$, the memory we allocated grows linearly with the problem size. We allocate 64MB memory on GPU for the OT problem when the images’ size is 64 × 64 and allocate four times memory 256MB as the images’ size goes to 128 × 128. The relative error $|W_p - W_p^*|/W_p^*$ is reported in Tab.1 for different image size $n$. The cost function is given by $c(x, y) = |x - y|^p$. The exact solution $W_p^*$ is obtained by the FastEMD, which computes the solution of the unregularized problem (3).
Figure 3. Solving time and memory usage for cost $c(x, y) = |x - y|^p$ with different $p$.

Table 1. Relative error between $W_p$ and $W_p^n$ computed by the M3S and FastEMD, respectively. '*' means that the FastEMD runs out of memory so that the relative error is not compared.

<table>
<thead>
<tr>
<th>Relative error ($10^{-4}$)</th>
<th>Image size</th>
<th>32</th>
<th>64</th>
<th>128</th>
<th>256</th>
<th>512</th>
</tr>
</thead>
<tbody>
<tr>
<td>$p$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td></td>
<td>0.134</td>
<td>0.097</td>
<td>3.56</td>
<td>1.27</td>
<td>-</td>
</tr>
<tr>
<td>1.5</td>
<td></td>
<td>0.038</td>
<td>0.022</td>
<td>0.23</td>
<td>2.54</td>
<td>-</td>
</tr>
<tr>
<td>1.7</td>
<td></td>
<td>0.104</td>
<td>0.035</td>
<td>0.079</td>
<td>0.022</td>
<td>-</td>
</tr>
<tr>
<td>2</td>
<td></td>
<td>0.113</td>
<td>0.100</td>
<td>0.051</td>
<td>0.411</td>
<td>-</td>
</tr>
</tbody>
</table>

5.2. Wasserstein Distance Between Color Images

The Wasserstein-$p$ distance is a useful metric for images [35], because it quantifies the intuitive notion of image similarity, especially to quantity the distance between images with different sizes. In this section we navigate through a database of color images by computing the Wasserstein-2 distance for color images up to $1920 \times 1200$ in size. We consider the color images as points in the image’s RGB space. The base images are mapped to RGB space and then the distances between all of the images are computed. To visualize the relative location of images in $\mathbb{R}^3$ space, we employ the multi-dimensional scaling (MDS) techniques [5], which embeds a set of images as points in a Euclidean space. The visualization of the 3-D MDS embedding can be used to organize and refine the results of the nearest-neighbor query in a perceptually intuitive way. Users can quickly navigate to the portion of the image space of interest by computing the Wasserstein-2 distance with the proposed algorithm.

Fig. 4 shows the Wasserstein-2 distance between 30 different color images, the distance matrix $W_{30 \times 30}$ is constructed with $W(i, i) = 0$ and each entry $W(i, j)$ is the Wasserstein-2 distance between the images $i$ and $j$. The three-dimensional coordinates of each image are obtained by embedding the matrix in $\mathbb{R}^3$ space. The smaller the distance is, the more similar the two images are. The Wasserstein distance is the navigation through a database of large size color images.

5.3. Color Transfer Between Large Size Images

Color transfer has been receiving considerable attention in the computer graphics and computer vision communities. The purpose of color transfer is to recolor a given image or video by deriving a mapping between that image and another image as a reference [15]. The user can modify the original image by choosing a reference image such that the original image acquires the palette of the reference. Computing optimal transport mapping for color transfer has been studied in [16, 20, 22, 33]. However, the computational cost increase heavily as the image size goes larger. In this section, we transfer color between images by computing the OT map with the proposed algorithm. We denote $u : \Omega_u \subset \mathbb{Z}^2 \rightarrow \Sigma \subset \mathbb{R}$, where $\Omega_u$ is the pixel grid of $u$ and $\Sigma$ is the quantized RGB color space. We denote $X_i = (U_i) \in \mathbb{R}^3$ to specify the spatial component $(x_i \in \Omega_u)$ and the color component $(U_i \in \Sigma)$.

The source measure $\mu_X$ is constructed with $\mu_X : X \mapsto \sum_{i \in \Omega_u} \mu_i \delta_{X_i}(X)$ and similarly for the target measure $\nu_Y$. $N_x$ is the number of all pixels in the image. The regularized OT problem between two measures $X$ and $Y$ is given by

$$\pi^*_\varepsilon = \arg \min_{\pi \in \Pi(\mu, \nu)} \langle C, \pi \rangle - \varepsilon H(\pi).$$

The transport cost is taken as $C_{ij} = \|U_i - V_j\|_2^2$, the square of the $l_2$ norm of the RGB space. To keep the sparsity of the kernel, the point clouds are normalized to the $[0, 1]^3$. We define a one-to-one optimal coupling mapping $T$ from the optimal coupling $\pi^*_\varepsilon$:

$$T(X_i) = Y_j, j \in \arg \min_{\pi \in \Pi(\mu, \nu)} \langle C, \pi \rangle_{ij}. \quad (16)$$

By computing the optimal coupling and the OT mapping, we present six different examples of color transfer between seasons in Fig. 5. The OT mapping (16) defines a pixel-to-pixel color transfer without smoothing transport maps and avoid false colors artifacts as well as a loss of color contrast.

6. Conclusion

We proposed the restricted regularized OT problem and proved the convergence of the restricted optimal solution. Based on the theoretical guarantee, we introduced the M3S algorithm for solving the regularized OT in a subset. The proposed algorithm was implemented on CUDA with linear cost for computing OT problem in terms of time and memory requirement. The proposed algorithm is accurate enough to compute the Wasserstein-$p$ distance and compare features between color images’ RGB clouds. The color transfer was realized between images with the size as large as $1920 \times 1200$ by computing the optimal transport map between RGB color space.
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