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Abstract

Visual question answering is the task of answering
questions about images. We introduce the VizWiz-VQA-
Grounding dataset, the first dataset that visually grounds
answers to visual questions asked by people with visual im-
pairments. We analyze our dataset and compare it with
five VQA-Grounding datasets to demonstrate what makes
it similar and different. We then evaluate the SOTA VQA
and VQA-Grounding models and demonstrate that current
SOTA algorithms often fail to identify the correct visual ev-
idence where the answer is located. These models regu-
larly struggle when the visual evidence occupies a small
fraction of the image, for images that are higher quality,
as well as for visual questions that require skills in text
recognition. The dataset, evaluation server, and leader-
board all can be found at the following link: https:
//vizwiz.org/tasks-and-datasets/answer-
grounding-for-vqa/.

1. Introduction

Visual question answering (VQA) is the task of provid-
ing a natural language answer to a question about an image.
While most VQA services only return a natural language
answer, our work is motivated by the belief that it is also
valuable for a VQA service to return the region in the im-
age used to arrive at the answer. We call this task of locating
the relevant visual evidence answer grounding.

Numerous applications would be possible if answer
groundings were provided in response to visual questions.
First, they enable assessment of whether a VQA model rea-
sons based on the correct visual evidence. This is valuable
as an explanation as well as to support developers in debug-
ging models. Second, answer groundings enable segment-
ing the relevant content from the background. This is a valu-
able precursor for obfuscating the background to preserve
privacy, given that photographers can inadvertently capture
private information in the background of their images [14]
(exemplified in Figure 1b). Third, users with low vision
could more quickly find the desired information if a ser-
vice instead magnified the relevant visual evidence. This is

Figure 1. (a) We introduce a new dataset challenge that supports
the task of grounding the visual evidence needed to answer visual
questions asked by people with vision impairments. This enables
valuable use cases including (b) background obfuscation to limit
inadvertent privacy leaks and (c) automatic magnification to expe-
dite low vision users’ abilities to answer their questions.

valuable in part because answers from VQA services can be
insufficient, including because humans suffer from “report-
ing bias” meaning they describe what they find interesting
without understanding what a person/population is seeking.
This is exemplified in Figure 1c, where the most popular re-
sponse from 10 answers is the generic answer ‘pasta’ rather
than the specific flavor, ‘Creamy Tomato Basil Penne’.

While datasets have been introduced to encourage
progress on the answer grounding problem, all proposed
dataset challenges originate from contrived visual ques-
tions [6, 9, 11, 17, 18, 22, 26, 37, 42]. This includes scrap-
ing images from photo-sharing websites (e.g., Flickr) and
then generating questions automatically [6], by using image
annotations paired with question templates to create ques-
tions about the images or (2) manually [9, 11, 18, 42], by
asking crowdworkers to make up questions about an im-
age that would stump a robot. Yet, prior work has shown
that such contrived settings can manifest different char-
acteristics from authentic VQA use cases [15, 39]. This
can cause algorithms trained and evaluated on contrived
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datasets to perform poorly when deployed for authentic use
cases [15, 16]. Moreover, this can limit the designs of algo-
rithms since developers are oblivious to the additional chal-
lenges their algorithms must overcome.

We introduce the first answer grounding dataset that
originates from an authentic use case. We focus on vi-
sual questions originating from blind people who both took
the pictures and asked the questions about them in order to
overcome real visual challenges [5]. This use case has been
shown to manifest different challenges than contrived set-
tings, including that images are lower quality [8], questions
are more conversational [15], and different vision skills are
needed to arrive at answers [39]. For approximately 10,000
image-question pairs submitted by this population, we col-
lected answer groundings. Then, we analyzed the answer
groundings to reveal their characteristics and show how they
relate/differ to five existing answer grounding datasets. Fi-
nally, we benchmarked state-of-the-art VQA and answer
grounding models on our dataset and demonstrate what
makes this dataset difficult for them, including smaller an-
swer groundings, images that are of higher quality, and vi-
sual questions that require skills in text recognition.

We offer this work as a foundation for designing mod-
els that are robust to a larger range of potential challenges
that can arise in real-world VQA settings. Challenges ob-
served in our dataset can generalize to other scenarios, such
as robotics and lifelogging, which similarly encounter vary-
ing image quality and textual information (e.g., grocery
stores). To encourage community-wide progress on such
challenges, we have organized a dataset challenge with pub-
lic evaluation server and leaderboard. Details can be found
at the following link: https://vizwiz.org/tasks-
and-datasets/answer-grounding-for-vqa/.

2. Related Work
VQA Datasets. Many large-scale VQA datasets have
been proposed over the past six years [19, 32, 33, 38]. A
key challenge the community has faced in developing such
datasets is the language bias problem [12, 23, 27, 30]. In
particular, models can learn to exploit superficial correla-
tions observed in datasets by identifying common pairings
of answers and questions and never looking at the images.
For example, when given an image of a green banana with
an associated question asking “what is the color of the ba-
nana?”, the VQA model might answer “yellow” instead of
green because the answer “yellow” appears more frequently
in the answers for questions related to bananas. This prob-
lem has been possible, in part, because common evaluation
metrics [4] only assess model performance based on textual
answers. To combat such biases, new VQA datasets have
been created to more equally capture the range of possible
answers for each question [13] and many new models have
been developed using these balanced datasets. Our work

contributes to this body of work by enabling algorithm de-
velopers to go beyond only evaluating the textual answers
and also directly evaluate whether algorithms rely on the
correct visual evidence.

Answer Grounding Datasets. Towards disentangling
the vision problem for VQA, several answer grounding
datasets already have been introduced that locate the vi-
sual content needed to arrive at each language-based an-
swer [6, 9, 11, 18, 42]. While some were created by track-
ing where humans look when presented with a visual ques-
tion [6, 9] or collecting bounding boxes around the relevant
visual evidence [17, 22, 42], our work more closely aligns
with those where humans who annotated the relevant visual
evidence using a segmentation [11, 18, 26]. That is because
we also collect segmentations. We propose the first answer
grounding dataset that reflects an authentic VQA use case
and conduct extensive analysis to demonstrate how it re-
lates/differs to five existing answer grounding datasets.

VQA and Answering Grounding Algorithms. Modern
VQA algorithms often rely on attention maps to determine
where to look to find the answers to visual questions, with
this having been the dominant approach for a number of
years [9, 29, 41]. Recently, some researchers have shifted
their focus towards delivering the best VQA models possi-
ble under the constraint that the model should outperform
all other VQA models in attending to the correct visual ev-
idence [37]. We benchmark the state-of-the-art VQA and
answer grounding models on our dataset to examine to what
extent they succeed in correctly grounding answers. Exper-
iments reveal that our new dataset is challenging for modern
algorithms, and show what aspects make it challenging.

Assistive Technology for People with Vision Impair-
ments. Many people with visual impairments rely on vi-
sual assistance devices to learn about their surroundings.
For instance, people with low vision often rely on magnifi-
cation tools to better observe content of interest [20,28,31],
given that they have limited sight that can’t be regained fully
with corrective measures such as glasses. In addition, peo-
ple with low vision and no vision rely on on-demand tech-
nologies [1, 2, 5] that deliver answers to submitted visual
questions. A challenge for this latter use case is that blind
people have no way to check if they inadvertently capture
private information in their images. Yet, roughly 12% of
pictures taken for a VQA use case contained privacy infor-
mation [14] and visually impaired people have expressed
their discomfort with leaking private information [3,34,35].
Our work can contribute to a wide range of interests for peo-
ple with vision impairments since answer groundings can
serve as a valuable precursor to smartly magnify visual an-
swers to visual questions, mitigate biases in VQA services,
and support increased privacy measures with obfuscation.
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3. VizWiz-VQA-Grounding Dataset
We now introduce our dataset for grounding answers to

visual questions asked in an authentic use case where peo-
ple who are blind were trying to learn about their visual sur-
roundings. We call this dataset “VizWiz-VQA-Grounding”.

3.1. Dataset Creation

Dataset Source. Our work builds upon the VizWiz-VQA
dataset [15], which consists of 32,842 image question pairs
where each comes with 10 crowdsourced answers. In ad-
dition to the VQA triplets for the publicly-available train
and validation splits, we also consider those from the test
split since the authors of [15] provided us with answer an-
notations for this purpose. The images and questions come
from visually impaired people who shared them to solicit
visual assistance in their daily lives.

Dataset Filtering. We designed our dataset to focus on
grounding answers for visual questions that could unam-
biguously be grounded to a single region. Towards achiev-
ing this, we filtered the initial dataset using a combination
of automated and manual techniques that are described in
the Supplementary Materials. In summary, we removed
all questions that were non-answerable, embedded multi-
ple sub-questions, referred to multiple regions in an image
due to ambiguity, could not be grounded, or for which the
majority of crowd did not agree on a single answer. This
process left a total of 9,998 VQAs, which we use for our
new dataset. We focus on grounding only the single most
popular answer for each visual question.

Grounding Task Design. Through iterative pilot studies,
we designed a user interface for grounding answers to vi-
sual questions. A person is shown the question-answer pair
just above the image and must then demarcate the answer
grounding by clicking a series of points on the image to cre-
ate a connected polygon. We provide extensive instructions
to cover many annotation scenarios that may be tricky. For
instance, when multiple regions containing the same thing
need to be annotated (e.g., a bunch of flowers), we instruct
the annotator to demarcate all relevant content with a single
polygon when the regions are connected. When the ques-
tion asks about a property of a visual entity (e.g., color of
clothes), we instruct the annotator to comprehensively an-
notate all regions that would lead to the answer rather than
a minimum viable region.

Annotation Collection. We implemented a number of
techniques to support collecting high quality results. First,
we developed a rigorous three-step filtering process to re-
cruit expert crowdworkers from Amazon Mechanical Turk
to complete our annotation tasks, which we describe in
the Supplementary Materials. In summary, we limit which
users can complete our tasks, provide a qualification test,

and then select several expert workers who we identified as
excelling at our task for a larger number of tasks. Next,
for all work submitted by these expert workers, we con-
duct automated and manual quality control to verify that we
can continue to trust their work. Finally, we collected two
answer groundings per VQA instance (i.e. image-question-
answer triplet). Based on our subsequent analysis for when
and why answer groundings differed, we decided to select
the larger of the two annotations as our ground truth annota-
tion because we found that annotation differences typically
occurred because one was a sub-region of the other.

3.2. Dataset Analysis

We now analyze the VizWiz-Visual Grounding dataset,
which consists of 9,998 groundings for the 9,998 VQA
triplets. To do so, we compute for each grounding its:

• Location: position of its center of mass relative to the
entire image; i.e., a (x,y) coordinate. Each coordinate
can range from 0 to 1.

• Boundary complexity: entropy of the histogram of
the normalized centroid contour distance [7], where
centroid contour distance is the distance of every point
on the segmentation boundary to the segmentation’s
center of mass. Values can range from 0 to 1.

• Image coverage: fraction of pixels it occupies from
all pixels in the image. Values can range from 0 to 1.

To compare our dataset to the current focus of the re-
search community, we also evaluate answer groundings
from existing datasets that were similarly generated through
a manual segmentation annotation process: VQS [11],
VQA-X [18], and TextVQA-X [26]. For completeness,
we also include CLEVR-Answers [37] and GQA [17], as
these groundings were used to validate the state-of-the-art
answer grounding method [37]. Unlike our dataset, the
images for all these datasets are either scraped from the
Internet—including VQS, VQA-X, and GQA which lever-
age images from COCO [25] and TextVQA-X which lever-
ages images from Open Images v3 [21]—or computer gen-
erated, as is the case for CLEVR-Answers. Another differ-
ence from our dataset is that the questions for these datasets
were either generated by crowd workers —for VQS, VQA-
X, TextVQA-X—or computer generated, as is the case
for GQA and CLEVR-Answers. To support fair compari-
son, we only consider visual questions in these datasets for
which there is exactly one answer grounding region.

Overall Results. For all datasets, statistics about the an-
swer groundings’ location are shown in Table 1 and bound-
ary complexity and image coverage are shown in Figure 2.

Overall, we observe that all datasets have answer
groundings that typically lie close to the center of the image
(Table 1). This is evident from the combination of mean

19100



Relative location of groundings
Ours (0.48±0.14, 0.51±0.15)
VQA-X (0.50±0.16, 0.53±0.19 )
VQS (0.50±0.20, 0.52±0.21)
TextVQA-X (0.49±0.21 , 0.48±0.25)
CLEVR-Ans (0.50±0.19, 0.45±0.13)
GQA (0.50±0.20, 0.54±0.19)

Table 1. Shown is the mean and standard deviation of the loca-
tion of all answer groundings with respect to the images for each
dataset. Across all datasets, answer groundings tend to be located
near the center of the image.

centroids around the coordinates (0.5, 0.5) and relatively
small standard deviations from those coordinates. We found
this result surprising for our dataset since visually impaired
photographers cannot verify they center the content of in-
terest when taking the pictures.

Regarding the complexity of the boundaries for answer
groundings, our dataset lies in the middle of all datasets. On
one extreme lies both datasets for which bounding boxes are
collected: CLEVR-Ans and GQA. That is because the value
computed for boundary complexity is 0 when the bound-
ary is a rectangle. Interestingly, we observe for VQS that
over half of the answer groundings also are rectangles, as
shown by its median score of 0. At the other extreme, lies
the following datasets: VQA-X and TextVQA-X. We sus-
pect the higher boundary complexity for TextVQA-X is due
to its annotation collection approach. Specifically, it is the
only dataset which collected groundings using a paintbrush
rather than a series of points clicked around the boundary
of an object. Implicitly, this annotation approach leads to
a seemingly more complex boundary when a simple poly-
gon might suffice. Our dataset is most similar to VQA-X,
which has the highest median complexity, but our dataset
also exhibits a smaller range of complexity values.

The key criteria that makes our dataset different from
the other datasets, overall, is that its answer groundings oc-
cupy a larger range of image coverage values than all other
datasets. This is evident when comparing the box sizes for
all datasets in Figure 2(b). TextVQA-X occupies the small-
est region. We suspect that VQA-X, VQS, and GQA share
similar sizes because they all were generated from the same
image source: COCO images. We attribute our dataset’s
inclusion of many considerably larger answer groundings
than the other datasets to the possibility that zooming into
the content of interest when taking the picture may be a
more realistic approach photographers would take in real-
world scenarios as they try to only photograph the pertinent
content for answering the question. This distinction is ex-
emplified in Figure 3, where the visually impaired photog-
rapher took a photo by positioning a keyboard close to the
hand which held the camera. Altogether, this finding un-

Figure 2. The box plot shows, for each dataset, the range of val-
ues for the answer groundings’ (a) boundary complexity and (b)
image coverage. For each box, the central mark denotes the me-
dian score, the box edges denote the 25th and 75th percentiles
scores, the whiskers denote the most extreme data points not con-
sidered outliers, and the outliers are plotted individually. Overall,
our dataset shows a moderate range for boundary complexity and
the greatest range for answer grounding size.

Figure 3. Answer grounding for a “keyboard” in our dataset and in
the VQS dataset. This exemplifies that answer groundings in our
dataset can pertain to large regions in the images since photogra-
phers in an authentic use case zoom into the content of interest to
try and only photograph the pertinent content.

derscores a unique benefit of our dataset in that it motivates
the design of algorithms that can simultaneously locate very
large and very small regions.

Most Common Questions. We next evaluate how our
dataset compares with existing answer grounding datasets
for the five most common visual questions from our
VizWiz-VQA-Grounding dataset. The most common ques-
tions are: “What is this”, “What color is this”, “What color
is this shirt”, “What is in this box”, and “What does this
say”.1 Note that none of these questions are observed in
the VQA-X, CLEVR-Answers, and GQA datasets. Conse-
quently, we exclude these three datasets from comparison.
For each dataset, analysis of the groundings with respect to
these questions are shown in Table 2 for location and Fig-
ure 4 for boundary complexity and image coverage.

1We group the following questions together: “what is this”, “what is it”,
“what is this item”, “what is that”, “what’s that”, “what is this please” into
the “What is this” group. We also group the following questions together:
“what color is this” and “what color is it”.
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What is this What color is this What color is this shirt What is in this box What does this say
Ours (0.48±0.11,0.51±0.11) (0.50±0.07,0.51±0.08) (0.50±0.06,0.50±0.07) (0.55±0.12,0.64±0.15) (0.48±0.14,0.47±0.16)
VQS (0.69±0.09,0.45±0.09) (0.8,0.46) - - -
TextVQA-X (0.47±0.37,0.56±0.13) - - - (0.62,0.21)

Table 2. Shown is the mean and standard deviation of the location of all answer groundings with respect to the images for each dataset
for the five most common questions observed in our dataset. “-” denotes that no statistics were computed because the dataset lacks the
question. The results highlight that different questions often have different typical locations, especially across different datasets.

Figure 4. For each dataset, the box plot shows the range of values
for the answer groundings for the most common questions in our
dataset with respect to: (a) boundary complexity and (b) image
coverage. (Figure 2 describes the box plot visualization)

Across all datasets, we observe different types of ques-
tions manifest different typical locations, boundary com-
plexities, and sizes from each other. For instance, in Fig-
ure 4(b), we see that the average boundary complexity for
“What does this say” is uniquely near zero for our dataset
and so usually can be grounded with a rectangle. We sus-
pect algorithms will be able to take advantage of these dif-
ferences to learn predictive cues for grounding answers.

We also observe that the characteristics of answer
groundings for the same question are considerably different
across the different datasets. This is evident when exam-
ining the results for “What color is this” and “What does
this say”; i.e., there are considerable differences for the typ-
ical location of the answer grounding (Table 2), the typical
range of boundary complexity values (Figure 4a), and the
typical range of image coverage values (Figure 4b). Conse-
quently, if models trained on other datasets are learning bi-
ases between specific questions and answer grounding loca-
tions without truly understanding the question, they would
generalize poorly to our new dataset (and vice versa).

Figure 5. For each dataset, the box plot shows the range of values
for the answer groundings for the most common answers in our
dataset with respect to: (a) boundary complexity and (b) image
coverage. (Figure 2 describes the box plot visualization)

Most Common Answers. We perform parallel analysis
to what we conducted for the most common questions but
now with respect to five of the most common answers
from the VizWiz-VQA-Grounding dataset: “yes”, “white”,
“no”, “keyboard”, and “dog”.2 For each dataset, we ana-
lyze groundings with respect to these specific answers. We
observe that the relative location is similar for all answers,
with answers typically grounded at the center of the im-
ages. Due to space constraints, we include these results in
the Supplementary Materials. In contrast, we observe that
different answers manifest different statistics for the bound-
ary complexity (Figure 5a) and relative sizes (Figure 5b),
both within each dataset and across different datasets. This
reinforces our findings from the most common questions.
Answer differences can yield valuable predictive cues for
grounding answers and cross-dataset evaluation could be
valuable for preventing models from learning superficial
correlations between answers and answer grounding char-
acteristics in a specific dataset.

2We restricted our analysis to one color-related answer to support
greater diversity in our analysis.
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Figure 6. The box plot shows the range of values for (a) boundary
complexity and (b) image coverage for all answer groundings in
our dataset with respect to visual questions that require different
vision skills. (Figure 2 describes the box plot visualization)

Vision Skills Needed to Answer Visual Questions. We
also conduct fine-grained analysis of our dataset with re-
spect to the types of skills needed to answer visual ques-
tions, using the labels provided in the VizWiz-VQA-Skills
dataset [39]. Overall, we again observe that answer ground-
ings typically are positioned at the center of the image with
respect to vision skills. Due to space constraints, we include
these results in the Supplementary Materials. In contrast,
we observe that different vision skills are correlated with
different statistics for image coverage (Figure 6b). Con-
sequently, vision skills also could provide valuable predic-
tive cues that algorithms could latch onto when trying to
ground answers. For instance, visual questions about trying
to read text tend to have a relatively small visual grounding
area in the image and, often, can be grounded with a simple
bounding region (e.g., with four points). In contrast, ques-
tions related to recognizing color tend to have a larger visual
grounding area and more complex boundary. We attribute
this distinction to text being a consistently well-structured
entity with clear printing boundaries whereas color can be
used to describe less structured entities such as articles of
clothing which can manifest a variety of shapes.

4. Automatically Grounding Answers for VQA
Using our grounding dataset, we now quantify to what

extent state-of-the-art VQA models look at the correct re-
gions in images to answer the questions.

Dataset Splits. Our VizWiz-VQA-Grounding dataset’s
train/val/test/ splits match the train/val/test splits of the orig-
inal VizWiz-VQA dataset [15]. This resulted in 6,494,
1,131 and 2,373 visual questions in the training, validation,
and test sets respectively.

Baseline Models. We benchmark a total of six models.
First, we chose the top-performing VQA algorithms with

publicly-available code for the 2021 VizWiz-VQA dataset

challenge [15] and the mainstream 2021 VQA dataset chal-
lenge [13], that is LXMERT [36] and OSCAR [24] with
VinVL image features [40] respectively. Both models are
pretrained on the train splits of their respective challenge
datasets. In order to generate attention masks, we follow
the process described in [36] to analyze attention maps ex-
tracted from each model. Using the default parameters, at-
tention weights across the multiple attention heads are ex-
tracted and averaged to obtain the final attention map. A
threshold of 0.5 is then applied to generate the final binary
segmentation mask.

We also chose the state-of-the-art model for answer
grounding: MAC-Caps [37]. Given an image and ques-
tion, MAC-Caps predicts an answer and attention weights
on the image. As done in [37], we obtain the final binary
segmentation mask by applying a threshold of 0.5 to the at-
tention weights extracted from the last reasoning step. We
benchmark four variants of MAC-Caps. We use the two
models that were pretrained on GQA and CLEVR respec-
tively, as described in the original paper. Next, we train the
MAC-Caps algorithm from scratch using the train split of
the VizWiz-VQA [15] dataset. Finally, we also train the
MAC-Caps algorithm from scratch using the train split of
the VQA-v2 dataset [13], since this dataset was by design
intended to prevent models from learning language biases
and to instead encourage models to look at the images.

Evaluation Metric. We employ Intersection over Union
(IoU) to measure the similarity of each binary segmentation
mask to the ground truth segmentation. Values range from 0
to 1, with higher values indicating better performance. We
compute the mean IoU score across all test examples and
report results are percentages (i.e., IoU value x 100).

We also evaluate with the common metric for detection
and localization tasks: mAP@IoU. Following the COCO
evaluation protocol, we use different IoU thresholds, from
0.25 to 0.75, and average AP values with IoU thresholds
in the range of 0.5 to 0.95 with a step size of 0.05. Due to
space constraints, results are provided in the Supplementary
Materials. In summary, these results reinforce our findings
with respect to the IoU metric, as described below.

Overall Results. The performance for each model on the
VizWiz-VQA-Grounding test split is shown in Table 3. Per-
formance is reported for all visual questions (column 3) as
well as only the subset of visual questions for which each
model correctly predicted the answers (column 4).

We observe that all models performed poorly overall.
For example, the top-performing MAC-Caps model that
was trained on the VizWiz-VQA dataset achieves an IoU
score of 27.43%. The story improves only modestly when
considering just those visual questions for which the model
predicted correct answers; i.e., the IoU jumps ∼5 percent-
age points to 32.8%. These findings indicate that existing
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(a) Image Coverage (b) Image Quality (c) Vision Skills

Figure 7. Comparison of MAC-Caps (pretrained on VizWiz), LXMERT, and OSCAR’s performance on (a) visual questions containing
different sizes of attention areas for the answers, (b) visual questions for images with different severity of quality issues, and (c) visual
questions requiring different vision skills to answer correctly. Overall, we observe (a) smaller answer groundings, (b) images with no
quality issues, and (c) visual questions requiring counting skills are most challenging for the models.

Model Pretrained Avg IoU Avg IoU (correct)
LXMERT VizWiz-VQA 22.09 26.96 (906)
OSCAR VQA-v2 15.48 19.79 (693)

MAC-Caps GQA 12.56 17.77 (270)
MAC-Caps CLEVR 15.31 10.98 (60)
MAC-Caps VQA-v2 17.42 19.58 (374)
MAC-Caps VizWiz-VQA 27.43 32.8 (352)

Table 3. Performance of six models when evaluated on the
VizWiz-VQA-Grounding test set: two state-of-art VQA models
(LXMERT [36] and OSCAR [24]) and four variants of the state-
of-art VQA model for answer grounding (MAC-Caps [37]). IoU
scores (averaged over all 2,373 samples for each model) are re-
ported in percentages. The number in parentheses is the total num-
ber of answers correctly predicted by each model.

mechanisms intended to guide models to look at the cor-
rect visual evidence are insufficient. This includes both the
state-of-the-art algorithm for answer grounding (i.e., MAC-
Caps) and the mainstream VQA dataset [13] which was de-
signed to encourage models to look at the images.

Our results reveal that the best indicator of better answer
groundings is that models were pre-trained on the VizWiz-
VQA dataset. In particular, the top two approaches are
LXMERT and MAC-Caps trained on VizWiz-VQA. Inter-
estingly, neither of these models were trained with answer
groundings and so neither could benefit from direct supervi-
sion of what answer groundings look like. Altogether, this
finding highlights a considerable domain shift between the
real-world use case for people with visual impairments and
the contrived settings for generating the other datasets.

We also observe that, for the VQA task, the state-of-
the-art VQA algorithms considerably outperform the state-
of-the-art answer grounding models that are pretrained on
the same datasets. Specifically, compared to MAC-Caps,
LXMERT predicts over 2.5 times as many correct answers
while OSCAR predicts almost 2 times as many correct an-
swers. This finding suggests that a large part of the success
for state-of-art VQA models still stems from learned biases

that are unrelated to the relevant visual evidence.
In what follows, we conduct fine-grained analysis for the

top-performing visual grounding model (MAC-Caps pre-
trained on VizWiz-VQA) and the two state-of-the-art VQA
models (LXMERT and OSCAR).

Analysis With Respect to Image Coverage. We next as-
sess each model’s ability to accurately locate the answer
groundings based on the answer groundings’ relative size.
To do so, we divide the test VQA instances into three buck-
ets of “Small”, “Medium”, and “Large” based on their im-
age coverage, specifically whether they occupy up to 1/3 of
the image, between 1/3 and 2/3 of the image, and more than
2/3 of the image respectively. In total, there are 1456 small
examples, 458 medium examples, and 459 large examples
in the test set. Results are shown in Figure 7a.

Overall, we observe that all models struggle most to pre-
dict answer groundings for the small set. While this finding
is not necessarily surprising, we believe it is still worthwhile
to be shown experimentally.

Interestingly, the advantage the top-performing answer
grounding model (MAC-Caps) has over the two state-of-
the-art VQA models (LXMERT and OSCAR) in grounding
answers stems from its ability to better ground small and
medium sized regions. This is evident when examining the
median IoU scores, which are roughly double for MAC-
Caps what is observed for the other two models. A valu-
able area for future work will be to decipher what enables
MAC-Caps to better attend to these smaller answer regions
compared to the mainstream VQA models.

Analysis With Respect to Image Quality. We next as-
sess each model’s ability to accurately locate the answer
groundings based on the image quality issues defined in [8].
First, we follow the process described in [16] to divide
the VQAs into three buckets of “None”, “Medium”, and
“Severe” quality issues based on quality ratings from five
crowdworkers, resulting in 1,930, 351, and 92 examples re-
spectively. Results are shown in Figure 7b. We also as-
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sess performance with respect to specific quality issues (i.e.,
poor framing, blurry, too dark, too bright, obfuscations, and
improper rotations) and, due to space constraints, provide
results in the Supplementary Materials.

Surprisingly, we observe that images without any quality
issues (“None”) are the most challenging for models, par-
ticularly the VQA models (LXMERT and OSCAR). Upon
further analysis, we found that this is because these images
have smaller answer regions, and hence show similar per-
formance as observed for images with “Small” attention
areas for image coverage. Specifically, the average atten-
tion areas for “None”, “Medium” and “Severe” images are
0.28, 0.47 and 0.83 respectively. This also explains why
models performed better on “Severe” images as they tend
to have larger answer regions. Further analysis also shows
82% “Severe” images contain questions asking about color,
which we will see in the next section, are also examples
where the models typically perform better.

Analysis With Respect to Vision Skills. Next, we assess
each model’s ability to accurately locate the answer ground-
ings based on the vision skills needed to answer the ques-
tions, as introduced in Section 3.2. Specifically, these skills
are object recognition, color recognition, text recognition,
and counting. Results are reported in Figure 7c.

We consistently observe across all models that they per-
form worse for questions involving text recognition and
counting while they perform better for questions involving
object recognition and color recognition. We suspect we
observe improved performance for the latter two skills be-
cause color recognition has a relatively simple image analy-
sis component and object recognition models have become
quite advanced compared to many other vision tasks, given
the large focus on the problem which was spurred by the
ImageNet dataset challenge [10]. This finding also could be
due in part to our prior observation that answer groundings
for text recognition tend to have smaller answer ground-
ings while color recognition tends to have larger visual
grounding areas (Section 3.2) and models perform worse
for smaller answer groundings (Section 4).

Analysis of the Presence of Text. We also analyze how
often answer groundings contain text. We apply the Mi-
crosoft Read API to detect and recognize text in grounded
areas. Of the 9,998 answer groundings, about 52% (i.e.,
5,207 images) were detected as containing text. For this
subset, we compared the extracted text to the ground truth
answers. We found that the ground truth answer was present
in the detected text for only 7% (i.e., 372 images) of visual
questions. This suggests that most language answers cannot
be found directly from detected text in answer groundings.

Qualitative Results. We finally show qualitative results
from the top-performing answer grounding model, MAC-

Figure 8. Qualitative results exemplifying answer groundings
from the best model, MAC-Caps pretrained on VizWiz-VQA.

Caps pretrained on VizWiz-VQA. Results are shown in Fig-
ure 8. These examples illustrate answer groundings for a
large range of sizes (e.g., row 3 vs row 4) as well as visual
questions that require different vision skills, such as text
recognition for rows 1 and 3, object recognition for row
2, and color recognition for row 4. When observing the
model’s predictions, we observe that the results reinforce
our quantitative findings that the model often fails. These
answer grounding failures include for both when the model
predicts correct natural language answers (rows 1 and 4)
and predicts incorrect answers (rows 2 and 3).

5. Conclusions
Our VizWiz-VQA-Grounding dataset offers a strong

foundation for supporting the community to design less
biased VQA models and more accurate answer ground-
ing models which can serve as a valuable precursor for a
range of practical applications. We will publicly-release
the dataset alongside a public evaluation server and leader-
board to spur community progress on this important answer
grounding problem. Our benchmarking of state-of-the-art
models reveal current limitations for future models to over-
come. Future work will need to establish how to ensure
such algorithms truly learn to understand the visual ques-
tions rather than learning superficial correlations between
properties of visual questions and their answer groundings.
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