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Abstract

Weakly Supervised Semantic Segmentation (WSSS)
based on image-level labels has attracted much attention
due to low annotation costs. Existing methods often rely on
Class Activation Mapping (CAM) that measures the corre-
lation between image pixels and classifier weight. However,
the classifier focuses only on the discriminative regions
while ignoring other useful information in each image, re-
sulting in incomplete localization maps. To address this is-
sue, we propose a Self-supervised Image-specific Prototype
Exploration (SIPE) that consists of an Image-specific Pro-
totype Exploration (IPE) and a General-Specific Consis-
tency (GSC) loss. Specifically, IPE tailors prototypes for ev-
ery image to capture complete regions, formed our Image-
Specific CAM (IS-CAM), which is realized by two sequential
steps. In addition, GSC is proposed to construct the con-
sistency of general CAM and our specific IS-CAM, which
further optimizes the feature representation and empow-
ers a self-correction ability of prototype exploration. Ex-
tensive experiments are conducted on PASCAL VOC 2012
and MS COCO 2014 segmentation benchmark and results
show our SIPE achieves new state-of-the-art performance
using only image-level labels. The code is available at
https://github.com/chenqi1126/SIPE.

1. Introduction
Semantic segmentation aims to assign a semantic cat-

egory label to each pixel in an image, which has been
widely applied in autonomous driving [14], medical imag-
ing [38] and remote sensing image interpretation [17]. Ben-
efiting from Convolutional Neural Networks (CNNs), se-
mantic segmentation has achieved remarkable progress in
fully supervised manner. However, training a fully su-
pervised segmentation model requires a large number of

*Corresponding Author

IS-CAMCAM CAM IS-CAM

CAM CAM IS-CAMIS-CAM

Image-specific Prototypes

Class Center

Figure 1. Main motivation. We visualize the pixel-level feature
distribution of four cat images by t-SNE [39]. The original CAM
activates each pixel using class center (green star). Our method
extracts image-specific prototypes (pink star) to generate Image-
Specific CAM (IS-CAM) that captures more complete regions.

pixel-level annotations, which is notoriously expensive and
time-consuming to collect. An alternative approach is to
learn from weak labels, e.g., image-level labels [2], bound-
ing boxes [26, 49], scribbles [29, 34, 46] and points [3, 5].
Among these works, image-level labels based Weakly Su-
pervised Semantic Segmentation (WSSS) has enjoyed great
popularity within the community.

Most of existing methods leverage Class Activation
Mapping (CAM) [53] technology to provide localization
cues of target object. Specifically, these methods train a
classifier and regard its learned weights as a general repre-
sentation of each class, i.e., class center. Then, this class
center is used to correlate with image pixels to obtain local-
ization maps as shown in Fig. 1. However, CAM tends to

4288



focus on a few primary regions (cat’s head) while ignoring
other useful cues (cat’s body). To explain the problem, we
visualize pixel-level features of foreground extracted from
a trained classification network. Those features are shown
with four different colors and their transparency degree in-
dicate the activation of CAM. We find that the class cen-
ter always gives high activations to the close pixels (cor-
respond to some primary regions) and ignores the distant
pixels. The imbalanced activations lead to the incomplete
localization map as demonstrated in Fig. 1. In addition,
activating features on each image by the centroid of that
features (pink star) can be beneficial to explore more com-
plete regions (see Image-Specific CAM (IS-CAM) shown in
Fig. 1). Therefore, this paper aims to tailor image-specific
prototypes to adaptively describe the image itself.

To this end, we propose a novel weakly supervised
semantic segmentation framework, called Self-supervised
Image-specific Prototype Exploration (SIPE). The proposed
SIPE consists of an Image-specific Prototype Exploration
(IPE) and a General-Specific Consistency (GSC) loss,
which is illustrated in Fig. 2. Specifically, IPE is realized
as two sequential steps to characterize prototypes, allow-
ing to capture more complete localization maps. In the
first step, we utilize inter-pixel semantics to explore spatial
structure cues, locating robust seed regions of each class.
Given the seed regions, we extract image-specific proto-
types and then produce our IS-CAM by prototypical cor-
relation. In addition, GSC is proposed to construct the con-
sistency of general CAM and our specific IS-CAM. This
self-supervised signal further optimizes the feature repre-
sentation and empowers a self-correction ability of proto-
type exploration. Extensive experiments are conducted on
Pascal VOC 2012 [11] and MS COCO 2014 [30] and re-
sults show that our SIPE achieves new state-of-the-art per-
formance when only image-level labels are available.

Our main contributions are summarized as:

• We propose Self-supervised Image-specific Prototype
Exploration (SIPE) to learn image-specific knowledge
for weakly supervised semantic segmentation.

• We propose Image Prototype Exploration (IPE) that
tailors image-specific prototypes for each image,
which is achieved by structure-aware seed locating and
background-aware prototype modeling. It enables the
model to capture more complete localization maps.

• We propose a General-Specific Consistency (GSC)
loss to effectively regularize the original CAM and IS-
CAM, empowering the feature representation.

2. Related Work
Due to the low annotation costs, image-level labels based

weakly supervised semantic segmentation has attracted in-

creasing attention. Most existing methods adopt Class Ac-
tivation Mapping (CAM) to generate localization maps and
then refine them as pseudo labels to train a fully supervised
segmentation model. To achieve a high performance seg-
mentation model, many strategies have been investigated to
improve the quality of localization maps.
Erasure and accumulation. Erasure methods explore
more object regions by intentionally removing the discrim-
inative regions from the images [23,37,43] or feature maps
[8,18]. However, erasing most of the discriminative regions
may confuse the classifier and result in false positives. To
avoid this problem, some works accumulate multiple acti-
vations by applying well-designed sampling on dilated con-
volution rate [44], image scales [50], spatial location [24]
and training process [20].
Cross-image mining. Considering the sharing semantics
between images, some works design cross-image relation
mining modules, such as cross-image affinity [13], max bi-
partite matching [31] and co-attention classifier [36] to ex-
cavate semantic context of weak labels. Furthermore, the
collaborative information of multi-images is explored to
capture the potential knowledge by graph convolution net-
work [28] and self-attention mechanism [45].
Background Modeling. Many methods [21, 27, 47, 48] ob-
tain precise background by using auxiliary saliency maps,
which is laborious. Without auxiliary maps, Fan et al. [12]
propose intra-class discriminator to separate the foreground
and the background for each class. However, due to the ob-
ject and scene diversity of images, it is quite tricky to learn
a general intra-class discriminator for each class.
Self-supervised Learning. More recent, self-supervised
methods mine potential information and build supervisory
signals, which has been demonstrated a promising solution
to narrow the supervision gap between fully and weakly
supervised semantic segmentation. Wang et al. [42] ap-
ply consistency regularization on CAM from various trans-
formed images to accomplish self-supervision learning.
Chang et al. [4] introduce a self-supervised task that discov-
ers sub-categories, which provides additional supervision to
enhance feature representations.

In contrast to existing methods, we fully consider the dis-
tinctiveness of images, and introduce image-specific pro-
totypes to discover complete regions and construct a self-
supervised manner to empower feature representation.

3. Approach
This section elaborates the proposed SIPE framework

for weakly supervised semantic segmentation as shown in
Fig. 2. Firstly, we briefly review the preliminary of CAM.
Then we describe the pipeline of exploring image-specific
prototypes and Image-Specific CAM (IS-CAM). Finally, a
self-supervised learning with General-Specific Consistency
(GSC) is introduced to empower feature representation.
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Figure 2. Overview of the proposed SIPE for weakly supervised semantic segmentation. It mainly consists of two proposed methods: an
Image-specific Prototype (IPE) Exploration and a General-Specific Consistency (GSC) loss. Specifically, in our IPE, a structure-aware
seed locating method is proposed to achieve more robust seed regions and a background-aware prototype modeling is developed to extract
hierarchical features. In addition, we add consistent regularization between two types of CAM (i.e., general CAM and our IS-CAM). This
self-supervised signal effectively does correction in both CAM and IS-CAM.

3.1. Class Activation Mapping

Given an input image and a pretrained classification net-
work, the class activation map Mf = {Mk}Kk=1 over K
foreground classes can be represented as follows:

Mk = ReLU(θk
TFs), ∀k ∈ K, (1)

where Fs is the semantic feature from the last layer of the
network, θk denotes the k-th classifier weight, and thusMk

is the k-th class-specific activation map. Following previous
works, CAM is further normalized to [0, 1] by the maximum
value along the spatial axes so that it could be regarded as
the probability for each class.

Considering the importance of background in segmenta-
tion task, we follow [42] to estimate the background activa-
tion mapMb based onMf . Since CAM tends to cover ob-
ject regions partially, the estimated background often con-
tains high responses in foreground regions, which will bring
considerable noise. To reduce such confusion, we weaken
the background probability by introducing an attenuation
coefficient α = 0.5:

Mb = α(1− max
1≤k≤K

Mk). (2)

We combine the processed background activation map with
the foreground activation map as a whole, i.e. M =Mf ∪
Mb, to help model background knowledge.

3.2. Image-specific Prototype Exploration

Image-specific prototype is proposed to represent the
feature distribution of each class, allowing to capture more
complete regions. Different from the prototype represen-
tation in few-shot segmentation [33, 40, 52], there is no

ground truth pixel-level mask in WSSS. To explore image-
specific prototypes for characterizing a feature distribution,
we design an efficient two-step pipeline. The first step pro-
vides robust class-wise seed regions and the second step ag-
gregates these seeds on a comprehensive feature space to
achieve accurate image-specific representation.

Structure-aware Seed Locating. A straightforward ap-
proach to obtain seeds is empirically selecting thresholds
for CAM [19], but it is difficult to use a fixed threshold
on different images due to the diversity of objects and sce-
narios. Although CAM pays more attention to discrimina-
tive regions, it also produces weak activations on the re-
maining regions. It means that CAM has the potential to
provide the spatial structure of semantic objects. Besides,
a pixel’s spatial structure can be constituted by clustering
high correlation pixels. For an image, we can determine
each pixel’s category by comparing its spatial structure with
CAMs. Based on above analysis, we propose a structure-
aware seed locating method by exploring inter-pixel seman-
tics to capture the spatial structure and employing CAMs as
the templates to match the optimal category.

Fig. 3 illustrates the proposed method with selected fore-
ground and background examples. Firstly, for an arbitrary
pixel i, we take its semantic feature vector f i as the query to
compute semantic correlation with all pixels in that feature
map. Since pixels with high correlation scores are more
likely to belong to the same class, these high correlation
pixels can highlight the spatial structure. Therefore, we de-
fine the spatial structure of a pixel by inter-pixel semantic
correlation:

Si(j) = ReLU(
f i · Fs(j)

||f i|| · ||Fs(j)||
), (3)
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Figure 3. Illustration of structure-aware seed locating of selected
foreground (green) and background pixels (red). The structure
map are obtained by semantic correlation. Then the class-wise
structure similarity can be evaluated by IoU and the maximal one
is selected as the final class.

where · is dot product and j is spatial index over the feature
map as well as the structure map. Si(j) denotes the seman-
tic correlation between pixel i and j, and Si is the structure
map of pixel i. We suppress negative correlations by ReLU
function to eliminate the influence of irrelevant pixels.

Secondly, we evaluate the class-wise IoU between the
structure map of pixel i and CAM as the structure similarity:

Ci
k =

∑
jMk(j)S

i(j)∑
j [Mk(j) + Si(j)−Mk(j)Si(j)]

. (4)

Here,Ci
k denotes the structure similarity for pixel i with re-

spect to k-th class. j is spatial index over the activation map
as well as the structure map. From Fig. 3, we can see that
the foreground pixel (green star) correlates with the cat’s
body and achieves the highest IoU with CAM of the cat cat-
egory. Additionally, the background pixel (red star) is not
associated with foreground pixels, so it is more likely to be-
long to the background class.

Finally, pixel i is assigned to the category with maximal
similarity:

Ri
k =

{
1, if k = argmax

k′
Ci

k′ ,

0, otherwise.
(5)

By repeating this process for all pixels of the image in paral-
lel, the seed regions R of both foreground and background
classes are located as shown in Fig. 2.

Background-aware Prototype Modeling. In this sec-
tion, we simultaneously model foreground and background
prototypes. Considering that background does not have
specific semantics, it is difficult to explore representative
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Figure 4. Illustration of the modified backbone for extracting hier-
archical feature representations. The semantic feature is extracted
from the last layer and the hierarchical feature is the fusion of four
stages of the backbone.

background prototypes on semantic feature space. Instead,
features from shallow layers contain rich low-level visual
information (e.g. color, texture), which is more suitable
to model background-related information. Therefore, we
modify the architecture of the backbone to capture hierar-
chical features for effective prototype representation.

Fig. 4 illustrates the architecture of modified backbone.
Specifically, we add four convolution layers to extract
multi-scale outputs. Then the multi-scale outputs are re-
sized to the same size and concatenated to form the hier-
archical feature Fh. Thus image-specific prototypes Pk of
foreground and background can be formulated as the cen-
troid of seed regions in hierarchical feature space:

Pk =

∑
i F

i
h ∗ 1(Ri

k = 1)∑
i 1(R

i
k = 1)

, (6)

where i indexes the spatial locations and 1(·) outputs 1
if the argument is true or 0 otherwise. This process per-
forms class-wise compression on the seed pixels, achieving
K foreground prototypes and one background prototype.

With these image-specific prototypes, the Image-
Specific CAM (IS-CAM) is computed as follows:

M̃k(j) = ReLU(
Fh(j) · Pk

||Fh(j)|| · ||Pk||
), (7)

where M̃k(j) is the k-th IS-CAM at pixel j. The correlation
is bounded in [−1, 1], and followed by ReLU to remove
negative correlations.

Compared to the original CAM that takes classifier
weight as the class center to compute the correlation of
each pixel, the proposed IS-CAM utilizes prototypes tai-
lored for every image to achieve more complete object re-
gions. Besides, background prototype modeling provides
high-quality background localization cues, which in turn
help determine accurate foreground regions.

3.3. Self-supervised Learning with GSC

To further take advantage of image-specific knowledge,
we introduce a self-supervised learning paradigm. The
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overall training loss consists of multi-label classification
loss and the General-Specific Consistency (GSC) loss,

Ltotal = Lcls + Lgsc. (8)

The classification loss is computed by a multi-label soft
margin loss between the image-level category label y and
the prediction ŷ, which is obtained by averaging over fore-
ground maps generated by CAM.

Lcls =
1

K

K∑
i=1

yi log σ(ŷi) + (1− yi) log(1− σ(ŷi)),

(9)
where σ is the sigmoid activation function.

The GSC is employed to minimize the difference be-
tween original CAM activated by classifier weight and IS-
CAM activated by image-specific prototypes. The mathe-
matical definition of this consistency regularization is for-
mulated as the L1 normalization of the two kinds of CAM:

Lgsc =
1

K + 1
||M − M̃ ||1, (10)

where M ,M̃ denotes the original CAM and IS-CAM re-
spectively. The loss is averaged over K foreground classes
and one background class.

With this consistency, the image-specific knowledge is
injected into the feature representation, and the collabo-
rative optimization is accomplished in the training cycles.
IS-CAM forces the original CAM to pay attention to the
absent object regions, which implicitly narrows the fea-
ture distance between the discriminative and missing pix-
els. Besides, the enhanced semantic and hierarchical fea-
tures are favorable to capture more comprehensive and ac-
curate image-specific prototypes and improve the quality of
localization maps.

4. Experiments
In this section, we first elaborate the experimental set-

tings including dataset, evaluation metric and implementa-
tion details. Second, we compare our method with state-of-
the-art approaches on the PASCAL VOC 2012 dataset [11]
and MS COCO 2014 dataset [30]. Third, we conduct a se-
ries of ablation studies to verify the effectiveness of the pro-
posed method.

4.1. Experimental Settings

Dataset and Evaluated Metric. We evaluate our pro-
posed method on PASCAL VOC 2012 segmentation bench-
mark [11] with 20 foreground classes and one background
class. The official dataset split contains 1,464 images for
training, 1,449 for validation and 1,456 for testing. Fol-
lowing the common experimental protocol in semantic seg-
mentation, we take additional annotations from SBD [15]

to build an augmented training set with 10,582 images. An-
other MS COCO 2014 dataset has totally 81 classes and
contains 80k train and 40k validation images, which is chal-
lenging for weakly supervised semantic segmentation. Note
that only image-level classification labels are available dur-
ing network training for both datasets. Mean intersection
over union (mIoU) is used as a metric to evaluate segmen-
tation results. The results for the PASCAL VOC test set are
obtained from the official evaluation server.

Implementation Details. In our experiments, the Ima-
geNet [9] pretrained ResNet50 [16] is adopted as backbone
with output stride of 16, where fully connected layer is re-
placed by a classifier with output channels of 20. The aug-
mentation strategy is the same to [25], including random
flipping, random scaling and crop. The model is trained
with a batch size of 16 on 2 Nvidia A100 GPUs. SGD op-
timizer is adopted to train our model for 5 epochs, with a
momentum of 0.9 and a weight decay of 1e-4. The learning
rates for the backbone and the newly added layers are set
as 0.1 and 1, respectively. We use poly learning scheduler
decayed with a power of 0.9 for the learning rate.

Inference At the inference stage, the network generates
foreground and background seeds by hierarchical features
and activates to localization maps. Instead of checking var-
ious mIoU scores over the training set to obtain pseudo la-
bels as other works [25, 42], we directly compute pseudo
labels with the background localization maps.

4.2. Comparison with State-of-the-arts

Improvements on localization maps. We first evaluate
mIoU on localization maps, where those maps are gener-
ated by the proposed IS-CAM. Tab. 1 presents the compar-
ison with other advanced methods on PASCAL VOC 2012
train set. Among these compared methods, ECS [37] pro-
vides the best results with a mIoU of 56.6%. Our proposed
SIPE achieves the state-of-the-art performance of 58.6%.
Furthermore, we report the performance with denseCRF
post-processing. The results show that our SIPE with dense-
CRF improves the mIoU to 64.7% and outperforms all other
methods, which may be benefited from our high-quality lo-
calization maps. We interpret this performance gain comes
from the capability of SIPE to generate complete localiza-
tion maps for foreground and background. As the local-
ization maps can capture satisfying boundaries of semantic
objects, the denseCRF is less confusing while refining the
CAMs. Fig. 5 shows the visual comparison of foreground
localization maps on PASCAL VOC 2012 train set. It can
be observed that our SIPE is effective in capturing the whole
semantic regions under various scenes, such as different ob-
ject scales, crowded objects, and multiple categories. The

4292



S
E
A
M

S
C
E
B
as
el
in
e
Im
ag
e

S
IP
E
A
d
v
C
A
M

Figure 5. Visual comparison of localization maps generated by different methods on PASCAL VOC 2012 train set. From top to down:
original image, Baseline, SCE [4], SEAM [42], AdvCAM [25] and our SIPE.

Table 1. mIoU (%) of localization maps on PASCAL VOC 2012
train set. The best results are shown in bold.

Method Pub. Local. Maps +denseCRF

Baseline - 50.1 54.3
SCE [4] CVPR20 50.9 55.3
SEAM [42] CVPR20 55.4 56.8
EDAM [45] CVPR21 52.8 58.2
AdvCAM [25] CVPR21 55.6 62.1
ECS [37] ICCV21 56.6 58.6
CSE [23] ICCV21 56.0 62.8
SIPE (Ours) 58.6 64.7

obtained high-quality localization maps will further benefit
our segmentation results.

Improvements on segmentation results. To further eval-
uate the performance of our methods, we train fully super-
vised models using generated pseudo labels and compare
the segmentation results with the state-of-the-arts. Follow-
ing the common practice [25], the pseudo labels are re-
fined by IRN [1] and used to train DeepLabV2 [7]. Tab. 2
presents the comparison with state-of-the-art methods on
PASCAL VOC 2012 val and test sets. Using only image-
level labels, our SIPE outperforms previous methods with
68.8% mIoU on val set and 69.7% mIoU on test set. In addi-
tion, our method performs favorably against NSROM [48]
and EPS [27], which introduce saliency maps as auxiliary

1http://host.robots.ox.ac.uk:8080/anonymous/NGICBM.html
2http://host.robots.ox.ac.uk:8080/anonymous/UU6VNX.html

Table 2. Comparison with other state-of-the-arts on PASCAL
VOC 2012 val and test sets. The best results among methods only
using image-level labels are shown in bold.

Model Pub. Sup. Backbone Val Test

DSRG [19] CVPR18 I + S ResNet101 61.4 63.2
SeeNet [18] NIPS18 I + S ResNet101 63.1 62.8
FickleNet [24] CVPR19 I + S ResNet101 64.9 65.3
OAA+ [20] ICCV19 I + S ResNet101 65.2 66.4
G-WSSS [28] AAAI21 I + S ResNet101 68.2 68.5
NSROM [48] CVPR21 I + S ResNet101 70.4 70.2
EPS [27] CVPR21 I + S ResNet101 71.0 71.8
AuxSegNet [47] ICCV21 I + S ResNet38 69.0 68.6

IRN [1] CVPR19 I ResNet50 63.5 64.8
ICD [12] CVPR20 I ResNet101 64.1 64.3
SCE [4] CVPR20 I ResNet101 66.1 65.9
SEAM [42] CVPR20 I ResNet38 64.5 65.7
BES [6] ECCV20 I ResNet101 65.7 66.6
MCIS [36] ECCV20 I ResNet101 66.2 66.9
CONTA [10] NIPS20 I ResNet101 66.1 66.7
LIID [32] TPAMI20 I ResNet101 66.5 67.5
A2GNN [49] TPAMI21 I ResNet101 66.8 67.4
AdvCAM [25] CVPR21 I ResNet101 68.1 68.0
CDA [35] ICCV21 I ResNet38 66.1 66.8
ECS [37] ICCV21 I ResNet38 66.6 67.6
CSE [23] ICCV21 I ResNet38 68.4 68.2
CPN [51] ICCV21 I ResNet38 67.8 68.5

SIPE (Ours) I ResNet38 68.2 69.5 1

SIPE (Ours) I ResNet101 68.8 69.7 2
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Figure 6. Qualitative segmentation results on the validation set of PASCAL VOC 2012 and MS COCO 2014.

Table 3. Comparison with other state-of-the-arts on MS COCO
2014 val set. The best results are shown in bold.

Model Pub. Sup. Backbone Val

DSRG [19] CVPR18 I + S VGG16 26.0
G-WSSS [28] AAAI21 I + S ResNet101 28.4
EPS [27] CVPR21 I + S ResNet101 35.7
AuxSegNet [47] ICCV21 I + S ResNet38 33.9

SEC [22] ECCV16 I VGG16 22.4
IRN [1] CVPR19 I ResNet50 32.6
IAL [41] IJCV20 I VGG16 27.7
SEAM [42] CVPR20 I ResNet38 31.9
CONTA [10] NIPS20 I ResNet101 33.4
CSE [23] ICCV21 I ResNet38 36.4

SIPE (Ours) I ResNet38 43.6
SIPE (Ours) I ResNet101 40.6

labels for this task. For a fair comparison, we also train the
model with ResNet38 following the default setting as [42].
Our SIPE achieves 69.5% mIoU on test set, exceeding the
existing methods that use ResNet38 backbone. The quali-
tative segmentation results on val set are shown in Fig. 6.
Based on our SIPE, DeepLabV2 shows more robustness
to various challenging scenarios, such as different object
scales, multiple objects and multiple categories.

In Tab. 3, we also evaluate our method in MS COCO
2014 dataset [30]. The same training script with the ex-
periment on PASCAL VOC 2012 is employed, but no re-
finement with IRN due to the large computation cost. Our
method achieves 43.6% mIoU with ResNet38 backbone on
the validation set, which is 7.2% higher than previous SOTA
CSE [23]. Using ResNet101 backbone, we also outper-

Table 4. Effect of the main contributions. CAM: orginal CAM,
IPE: image-specific prototype exploration, GSC: general-specific
consistency.

CAM IPE GSC mIoU (%)

X 50.1
X X 53.2
X X X 58.6

forms EPS [27] by 4.9%. These outstanding performances
over existing state-of-the-arts on both datasets confirm the
effectiveness of our SIPE, which well explores image-
specific prototypes via self-supervised learning paradigm.

4.3. Ablation Studies

Effect of the main contributions. We conduct an ab-
lation study to verify the effect of the proposed two key
contributions, i.e., Image-specific Prototype Exploration
(IPE) and General-Specific Consistency (GSC). As shown
in Tab. 4, with image-specific prototypes, our IS-CAM can
improve the original CAM by 2.1% on mIoU score. To en-
hance the feature representation, GSC is introduced for self-
supervised training. The proposed GSC improves the qual-
ity of IS-CAM (5.4%) by a clear margin. By combining
these two methods, our full method performs significantly
better than the original CAM. Fig. 7 visualizes CAM and
IS-CAM with different settings. From the first two rows,
we can observe that image-specific prototypes can activate
more useful regions. Additionally, our IS-CAM shows that
the proposed method produces more clear background ac-
tivations than that from CAM. When training our model
with GSC, the quality of localization maps is obviously im-
proved, especially for background.
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Effect of structure-aware seed locating. To verify the
effectiveness of the proposed structure-aware seed locat-
ing, we compare the mIoU with other seed generation ap-
proaches including applying threshold or argmax operations
on CAM. As shown in Fig. 8, applying different thresholds
on CAM exhibits fluctuations and can only achieve maxi-
mal mIoU of 53.3%. In addition, simply applying argmax
results in slightly performance gains (+0.4%). These meth-
ods are still hard to find compete regions because both
of them only depend on the single pixel’s probability. In
contrast, the proposed structure-aware seed locating largely
outperforms the above methods owing to the proposed
structure information.

Effect of prototype modeling. We conduct ablation
study of prototype modeling on localization maps. The
IoUs of four options concerning feature and Background

Table 5. Ablation study of combinations of feature selection and
Background Prototype Modeling (BPM) via GSC. Each item re-
ports mIoUs for two pseudo labels where the former are gener-
ated by searching the best background threshold [42] and the latter
are generated by estimated background map. The best results are
shown in bold.

Feature w/o BPM w/ BPM

Threshold Estimated Threshold Estimated

Semantic 56.0 54.6 55.9 54.3
Hierarchical 53.9 51.2 57.6 58.6

Prototype Modeling (BPM) are presented in Tab. 5: (1)
Semantic feature without BPM, (2) Semantic feature with
BPM, (3) Hierarchical feature without BPM, and (4) Hier-
archical feature with BPM. We report threshold-based and
estimated-based pseudo labels for each type of option. Our
SIPE adopts option (4) where hierarchical feature is learned
for image-specific background modeling. It shows that our
method achieves the highest performance in both values
among all options. From (1) to (2), the mIoU is basically
unchanged because the background often does not have spe-
cific semantics. From (1) to (3), the mIoU drops over 2%
since the low-level information brings confusion to fore-
ground localization. It is worth noting that only when hi-
erarchical feature and background modeling are employed
at the same time, the mIoU of the estimated-based pseudo
labels exceed that bases on threshold, which strongly proves
the effectiveness of estimating background cues.

5. Conclusion
In this paper, we propose Self-supervised Image-specific

Prototype Exploration (SIPE) for weakly supervised seman-
tic segmentation. In our framework, an Image-specific Pro-
totype Exploration (IPE) is proposed to achieve more fa-
vorable localization maps. It is achieved by structure-aware
seed locating and background-aware prototype modeling.
In addition, a General-Specific Consistency (GSC) loss is
developed to efficiently regularize the general CAM and
Image-Specific CAM (IS-CAM), empowering the feature
representation. Extensive experiments show that our SIPE
sets new state-of-the-art performance on two well-known
benchmarks using image-level labels.
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