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Abstract

Current research evaluates person search, multi-object tracking and multi-person pose estimation as separate tasks and on different datasets although these tasks are very akin to each other and comprise similar sub-tasks, e.g. person detection or appearance-based association of detected persons. Consequently, approaches on these respective tasks are eligible to complement each other. Therefore, we introduce PoseTrack21, a large-scale dataset for person search, multi-object tracking and multi-person pose tracking in real-world scenarios with a high diversity of poses. The dataset provides rich annotations like human pose annotations including annotations of joint occlusions, bounding box annotations even for small persons, and person-ids within and across video sequences. The dataset allows to evaluate multi-object tracking and multi-person pose tracking jointly with person re-identification or exploit structural knowledge of human poses to improve person search and tracking, particularly in the context of severe occlusions. With PoseTrack21, we want to encourage researchers to work on joint approaches that perform reasonably well on all three tasks.

1. Introduction

Multi-person pose tracking [30,34,36,39,43,44], multi-object tracking [4, 5, 10, 37, 45, 50], and person search [7–9, 23, 41, 42] are very active research areas in computer vision and relevant for many applications like sports, autonomous driving, and security. Although these research areas share very common sub-tasks, they are currently studied independently and the progress in one area does not necessarily yield a progress in the other areas. For instance, person search aims at re-identifying a query person within a set of target images or video frames. In contrast to person re-identification, person search also requires the detection of all persons in an image and it is more difficult due to inaccurate detections, missed detections, or false positives. Person search is thus a related sub-task of multi-object tracking where persons need to be detected in all frames and associated across frames for tracking. If a person is occluded for several frames, the association problem is similar to person search. Approaches for multi-object tracking thus often use a person re-identification module [17,18,27,48,49]. Multi-object tracking, however, considers only the identities of a person within a video sequence, but not across videos. In contrast, person search aims at identifying persons even across videos. Finally, multi-person pose tracking is related to multi-object tracking, but instead of estimating bounding boxes for each person the full pose needs to be estimated, including which joints are visible or not.

The reason why multi-person pose tracking, multi-object tracking, and person search are studied independently is the lack of a dataset that allows to evaluate all three tasks jointly on real video sequences. Datasets for multi-object tracking [11, 22, 29, 32] contain track-ids and bounding boxes, but no ground-truth for human poses and person-ids across videos. Datasets for multi-person pose tracking [1, 19] do not contain person-ids across video sequences either, but they also do not contain bounding boxes. While it is possible to compute bounding boxes from human poses, they are not accurate and reliable due to occlusions and truncations that occur highly frequently in these datasets. Synthetic datasets [13, 14] that are generated using the computer game engine GTA are an exception, but they are intended for training and cannot be used for evaluating the performance of approaches on real-world data. Furthermore, they lack the pose diversity of real videos, which also include diverse sport sequences. In this work, we close this gap and propose PoseTrack21, a large-scale dataset for multi-person pose tracking, multi-object tracking, and person search. It is based on the extended set of videos from the PoseTrack 2018 training and validation set [1], but the videos are completely re-annotated. Besides the refined human poses, the dataset contains accurate anno-
Figure 1. Comparison between PoseTrack 2018 [1] and PoseTrack21. We densely annotated crowded scenes to increase the difficulty for multi-person pose tracking, multi-object tracking and person search. Ignore regions are drawn in red color. Best viewed in color with a PDF reader.

2. Related Datasets

We discuss the most commonly used datasets for the tasks of multi-person pose tracking [1, 14, 19], multi-object tracking [11, 21, 22, 29, 32] and person search [21, 40, 47] and summarize the major differences in Tab. 1. Compared to previous multi-person pose tracking datasets, PoseTrack21 contains around 22% more human pose annotations per sequence. Furthermore, we provide over 420,000 additional bounding box annotations. Therefore, our dataset contains much more person instances compared to previous datasets for multi-person pose tracking. In addition, PoseTrack21 is the only dataset for the task of multi-person pose tracking, multi-object tracking, and person search since it provides continuous person identities throughout the entire dataset. In the following, we describe the other datasets more in detail.

<table>
<thead>
<tr>
<th>Dataset</th>
<th># Boxes</th>
<th># Poses</th>
<th>track-ids</th>
<th>person-ids</th>
<th># queries</th>
<th>real</th>
</tr>
</thead>
<tbody>
<tr>
<td>MP PoseTrack [19]</td>
<td>16,219</td>
<td>✓</td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>PoseTrack 2017† [1]</td>
<td>209,144</td>
<td>✓</td>
<td>✓</td>
<td></td>
<td>✓</td>
<td></td>
</tr>
<tr>
<td>PoseTrack 2018† [1]</td>
<td>144,688</td>
<td>✓</td>
<td>✓</td>
<td></td>
<td>✓</td>
<td></td>
</tr>
<tr>
<td>MOT15 [22]</td>
<td>101,345</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td></td>
<td></td>
</tr>
<tr>
<td>MOT17 [29]</td>
<td>292,733</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td></td>
<td></td>
</tr>
<tr>
<td>MOT20 [31]</td>
<td>1,652,040</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td></td>
<td></td>
</tr>
<tr>
<td>DukeMTMC† [32]</td>
<td>46,261</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td></td>
<td></td>
</tr>
<tr>
<td>PathTrack [23]</td>
<td>16,297</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td></td>
<td></td>
</tr>
<tr>
<td><em>CUBC-SYM</em> [40]</td>
<td>96,143</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td></td>
<td></td>
</tr>
<tr>
<td>PRW [43]</td>
<td>34,304</td>
<td>✓</td>
<td>✓</td>
<td>932</td>
<td>✓</td>
<td></td>
</tr>
<tr>
<td>P-DESTRE [21]</td>
<td>~14.8 M</td>
<td>✓</td>
<td>✓</td>
<td>253</td>
<td></td>
<td></td>
</tr>
<tr>
<td>PoseTrack-ReID* [15]</td>
<td>84,443</td>
<td>✓</td>
<td>✓</td>
<td>253</td>
<td></td>
<td></td>
</tr>
<tr>
<td>PoseTrack21</td>
<td>428,949</td>
<td>✓</td>
<td>✓</td>
<td>1,313</td>
<td>✓</td>
<td></td>
</tr>
<tr>
<td>JTA [14]</td>
<td>~10 M</td>
<td>✓</td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>MovSynth [13]</td>
<td>~40 M</td>
<td>✓</td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 1. Comparison with different datasets for multi-person pose tracking, MOT and person search. Datasets marked with †: only training and validation set. *: no manual annotations. ◊: dataset not available. ‡: Only reports total number of tracks.

Multi-Person Pose Tracking Multi-person pose tracking datasets [1, 19] are large-scale datasets for multi-person pose estimation and tracking in videos. PoseTrack consists of challenging scenarios from multiple in-the-wild scenarios, such as sport and dancing, with a high degree of occlusion in many crowded scenes. The videos also strongly differ in terms of camera view and camera motion. The PoseTrack 2017 dataset [1, 19] follows the split of the MPII Human Pose dataset [2], which splits the dataset into 292, 50 and 208 videos for training, validation and testing. In total, PoseTrack 2017 provides around 23,000 labeled frames with 153,615 annotated poses, where each pose is annotated with 15 keypoints. PoseTrack 2018 extends the previous dataset and contains 593, 170 and 375 videos for training, validation and testing. The majority of the sequences range from 41 to 151 frames and contain 30 densely annotated frames around the middle of each sequence. In addition, validation and test sequences are densely annotated with a step size of four frames. In total, PoseTrack 2018 consists
of 46,933 labeled frames\(^1\).

In Tab. 1, we provide the statistics for the extended version. As the test set is not publicly available, we can only report the number of total poses for the training and validation set. In addition to the human poses, PoseTrack provides ignore regions to exclude crowds and small people that have not been annotated, head bounding boxes to estimate the scale of a person, which is required for evaluation, and track identities. Unfortunately, track identities are not unique throughout the dataset, not even within a single sequence. If a person leaves a scene and re-enters, for instance, it is assigned a new track id. This can result in ambiguities for appearance-based similarity approaches.

**Multi-Object Tracking** The most important benchmark for multi-object tracking is the MOTChallenge\(^2\), which consists of three separate tracking benchmarks: 2D MOT 15 [22], MOT16/17 [29] and MOT20 [11]. Each of the benchmarks consists of challenging person tracking sequences, mostly in surveillance scenarios or street-scenes with several degrees of occlusions and crowded scenarios. For instance, the MOT20 dataset is split into a training and a testing subset, each containing four sequences. Additionally, the dataset contains annotations of different object classes, such as cars, reflections or crowds, which are ignored during the evaluation. MOT20 sequences are mostly limited to surveillance scenarios in which the persons are in an upright position. The diversity of poses is thus much lower compared to datasets for multi-person pose tracking. Similar to PoseTrack, track identities are not always continued, e.g., if a person leaves and re-enters the scene, a new track id is associated. Especially in very crowded scenarios, this results in a lot of identity switches, which potentially harms the training of appearance-based association methods, such as person re-identification.

DukeMTMC [32] is another dataset for multi-object tracking with a surveillance-based setup. Differently, DukeMTMC provides recordings of the same scene from different cameras and provides a benchmark for multi-target multi-camera tracking. For that reason, this dataset provides unique person identities throughout the entire dataset. Unfortunately, this dataset is no longer available due to ethics issues. Manen et al. [28] propose another large-scale MOT dataset called PathTrack, containing 720 sequences with a total length of 172 minutes and a total of 16287 person trajectories. Similar to PoseTrack, the dataset contains sequences of different categories, such as sports, dancing or street.

**Person Search and Person Re-Identification** Both, person search datasets [21, 40, 47] and video-based person re-identification datasets [21, 38, 46] are divided into query and gallery subsets. The query subset contains all persons of interest that have to be matched with the gallery subset. Query images are usually provided as tight person crops and mostly contain the person of interest only. Though, in many real world scenarios such as surveillance or sports, persons are often occluded by obstacles. Further, these scenarios contain a lot of crowded scenes in which persons frequently occlude each other. This leads to a lot of ambiguities, especially if a person is partially visible or multiple persons are present within a single crop. Contrary, PoseTrack21 provides queries of variable difficulty ranging from single person crops to highly occluded scenarios in which multiple persons are visible within a single crop. In this way, the dataset allows to study person search in a realistic setup and scenarios that differ from surveillance-like footage with limited pose variations. Fig. 2 shows a few examples of the queries of PoseTrack21. Further, we provide pose annotations for every query person, which can be used as additional guidance for person search.

[15] is another dataset based on the PoseTrack 2017 dataset, which was annotated for the purpose of video-based person re-identification. Based on the keypoint annotations, the authors calculated bounding boxes and removed persons with less than 6 keypoints. In contrast to PoseTrack21, the identities have not been annotated. Instead, person identities were obtained by an unsupervised approach without additional verification. The annotations are furthermore not available. Similarly, [6] also evaluates video-based person re-identification on PoseTrack and extracts tracklets from the PoseTrack 2018 videos. Both protocols [6, 15] are for person re-identification but not for person search.

**Synthetic Datasets** The Joint Track Auto (JTA) [14] dataset is generated from a video game. As other synthetic datasets, the dataset is intended for training, but it is not suitable for evaluating the performance of approaches on real-world data. Nonetheless, the dataset contains more than 10M annotated human body poses within over 460,888 densely annotated frames. The dataset contains 256 videos for the training and validation sets, respectively. Unlike

---

\(^1\) On training and validation. The testing set can not be measured, as the annotations are not publicly available.

\(^2\) https://motchallenge.net
PoseTrack, track ids are uniquely assigned within each sequence.

The MOTSynth [13] dataset is generated similarly from the same video game and combines 128 sequences from the JTA dataset with 256 newly scenes. All scenes were rendered with different weather conditions and during day and night, totaling 576 and 192 generated scenes for training and validation with more than 40M bounding boxes, over 1.3M annotated frames and 9519 unique person ids. On top, MOTSynth provides 3D poses, segmentation masks and depth information. In both datasets, the diversity of human poses, however, is very low compared to PoseTrack.

3. The PoseTrack21 Dataset

For creating PoseTrack21, we use the videos of the training and validation set of the extended version of the PoseTrack 2018 [1] dataset. It contains 593 videos for training and 170 videos for validation. The annotation has been performed in several steps. First, we annotated the bounding boxes. Since PoseTrack provides pose annotations only for some keyframes, we first annotated the bounding boxes for all keyframes. To this end, we visualized the annotated poses in PoseTrack for a frame and asked the annotators to annotate all persons where the head is visible since the head size is needed for the evaluation [3]. This also included persons that have not been annotated in PoseTrack 2018, which are in particular small persons and persons in crowds. The annotators were asked to draw a tight bounding box that covers the entire person, including occluded body parts. In a second step, we interpolated and manually revised the bounding boxes between the keyframes. In the third step, all bounding box annotations were verified by another person. In the fourth step, we marked ignore regions in each frame, which contain persons that have not been annotated. The ignore regions have been verified by a second person and ensure that a method, which makes a prediction for a person that has not been annotated, is not penalized. In the fifth step, head bounding boxes are annotated for the validation set. The head bounding boxes are required for the evaluation metric [3] and not required for training. In parallel, unique person identities throughout the videos of the training and validation set have been annotated. In a final step, we adapt and annotate person keypoints for all keyframes on the training and validation sets. The original annotations of the PoseTrack 2018 dataset consist of 15 keypoints, where each keypoint contains a flag, whether it is annotated or not. Unfortunately, there exist several cases in which these flags are not set reliably. In our dataset, we re-define the purpose of the keypoint flags and include occluded keypoints. In that way, pose estimation, re-ID and tracking approaches can utilize occlusion information within their training pipelines. We define a joint \( j = (x, y, v) \) as occluded, if \( x > 0, y > 0 \) and \( v = 0 \). A joint is truncated if \( x = 0, y = 0 \) and \( v = 0 \). Otherwise, a joint is defined as visible if \( v = 1 \). After refining the original keypoints, we ran an off-the-shelf pose estimator [30] to estimate the poses for all newly added bounding boxes on keyframes only, which were then refined manually afterwards. All annotated poses have been verified and if necessary corrected by a second person. In total, 23 annotators worked on the dataset with over 16,000 person hours.

Person Search In the context of person search, we sampled 1313 person queries with varying sizes, camera motion and degree of occlusion. Especially in cases of occlusion, queries can contain multiple persons. As this results in ambiguities, we additionally provide keypoint information for the person of interest as shown in Fig. 2. In this way, we aim to encourage researchers to focus on more challenging scenarios for person search.

Data Format We provide different data formats for the respective tasks, which are very similar to the formats used in related datasets. For multi-person pose tracking and person search, we keep the format used in [1]. For multi-object tracking, we adopt the format proposed in [22]. This has the advantage that researchers from the different communities do not need to change their approaches and can easily read the annotations and save the results for evaluation.

4. Multi-Person Re-ID Pose Tracking

In the following, we describe the baselines that we propose for multi-person re-id pose tracking. The first baseline, which will be described in Sec. 4.1, builds on the approach [30] that we extend by including a person re-identification module to re-identify persons after occlusions or after they re-enter the scene. The second type of baselines, which will be described in Sec. 4.2, extends the multi-object tracking approach [4] to multi-person pose tracking.

4.1. Proposed CorrTrack Baselines

CorrTrack [30] is a multi-person pose tracking approach that utilizes a keypoint correspondence network. The approach comprises three steps. Given a new frame, the approach first detects the persons. For a fair comparison among the baselines, we use the same faster R-CNN object detector [31], which is also used in [4], instead of the detector that has been used in [30]. The approach then estimates the human pose for each detected bounding box using a pose estimator, which consists of multiple stages of an adapted GoogleNet [35]. We use the same pose estimator also for the other baselines for a fair comparison. In addition, the approach propagates the poses from the previous frame to the current frame using the keypoint correspondence network. Since occluded joints can become visible in the next frame, the approach re-estimates the poses for the propagated poses using the pose estimator. After applying a
non-maximum suppression on the poses of the new frame, the remaining poses are matched to the poses of the previous frame by bipartite graph matching where the similarity between two poses are measured by the affinity maps that are generated by the keypoint correspondence network. If a pose from the previous frame cannot be matched, the corresponding track ends. A new track starts if a pose of the new frame is not matched to a pose of the previous frame. This frame-wise matching results in a high number of identity switches.\cite{30} also proposed an offline version where tracks can be merged in an additional post-processing step based on the keypoint correspondence similarity. We will report the results for the on-line and off-line variant.

In order to be able to track a person on-line and to reduce the number of identity switches due to occlusions or re-entering the scene, we keep a history of tracks that ended latest $T = 10$ frames ago. If a pose in the new frame is not matched to a track with a pose in a previous frame, we match the pose to the tracks in the history. Note that a track is only added to the history if it is inactive, \textit{i.e.}, it does not contain a pose from the previous frame. For the matching, we use the SeqNet model\cite{23}, which we will also evaluate for the task of person search. We compute the re-identification features for the bonding box of the pose that has not been matched and the average re-identification features of the inactive track where we use at most the last $T$ frames of the tracks. The similarity between a pose and an inactive track is then computed by the cosine similarity of the corresponding feature vector. The matching between all inactive tracks and unmatched poses is then performed using the Hungarian algorithm\cite{20}. If the similarity of a match is higher than a threshold $\tau = 0.5$, the matched track is re-activated. The unmatched detections initiate new tracks. We denote this variant by \textit{CorrTrack With ReID}.

4.2. Proposed Tracktor++ Baselines

Tracktor++\cite{4} is an on-line multi-object tracking approach, which is based on FasterRCNN\cite{31}. During tracking, Tracktor++ aligns frames via image registration by enhanced correlation coefficient maximization\cite{12}. For sequences with low frame rates, Tracktor++ additionally applies a constant velocity assumption for all tracked objects. By applying the respective motion models, bounding boxes of active tracks are then warped into the current frame. Further, warped bounding boxes are refined by the bounding box regression branch of\cite{31}. After bounding box regression, warped boxes with a low confidence are removed and the respective tracks are deactivated. Furthermore, non-maximum suppression based on bounding box intersection over union is applied on all remaining warped and detected bounding boxes. In a second step, unmatched detections are associated with inactive tracks. For the at most last $T = 10$ bounding boxes of an inactive track, the average appearance features extracted from a re-identification model\cite{17} are computed and compared to the appearance feature of each unmatched detection. As distance between two appearance feature vectors, the Euclidean distance is used. The remaining unassociated detections initiate new tracks. We extend the approach\cite{4} towards multi-person re-id pose tracking in two ways. In the first setting, we evaluate Tracktor++ on PoseTrack21 without the constant velocity assumption. Additionally, we remove small tracks with less than three frames as they are likely to be false positives. Afterwards, we estimate the pose for each track with the pose estimation model from\cite{30}. We denote this approach by \textit{Tracktor++ with poses}.

In the second setting, we replace the motion model by a pose warping module which is based on the keypoint correspondence network from\cite{30}. First, we warp the keypoints of the last pose of all active tracks into the next frame. Since occluded joints might become visible, we calculate a bounding box from the warped keypoints and use the bounding box regression module from\cite{4} for bounding box refinement. Second, we re-estimate the poses with the pose estimation model. We perform tracking in a greedy fashion based on non-maximum suppression and pose similarity. The calculation of pose similarity between the warped track poses and estimated poses is performed as in\cite{39}. Tracks that can not be associated become inactive. The association of unmatched detected poses with inactive tracks is done as before. We denote this approach by \textit{Tracktor++ with correspondences}.

<table>
<thead>
<tr>
<th>Method</th>
<th>mAP</th>
<th>MOTA</th>
<th>MOTP</th>
<th>FP</th>
<th>IDSW</th>
<th>FN</th>
<th>TP</th>
</tr>
</thead>
<tbody>
<tr>
<td>CorrTrack$^\dagger$\cite{30}</td>
<td>72.0</td>
<td>62.6</td>
<td>87.7</td>
<td>58922</td>
<td>14896</td>
<td>164823</td>
<td>485634</td>
</tr>
<tr>
<td>CorrTrack\cite{30}</td>
<td>72.3</td>
<td>63.0</td>
<td>87.3</td>
<td>59130</td>
<td>15272</td>
<td>161995</td>
<td>488484</td>
</tr>
<tr>
<td>CorrTrack\cite{30} w. ReID</td>
<td>72.7</td>
<td>63.8</td>
<td>87.3</td>
<td>62604</td>
<td>9436</td>
<td>158720</td>
<td>491712</td>
</tr>
<tr>
<td>Tracktor++ [4] w. poses</td>
<td>71.4</td>
<td>63.3</td>
<td>87.3</td>
<td>59850</td>
<td>14896</td>
<td>164823</td>
<td>485634</td>
</tr>
<tr>
<td>Tracktor++ [4] w. correspondences</td>
<td>73.6</td>
<td>61.6</td>
<td>86.6</td>
<td>75663</td>
<td>20754</td>
<td>147929</td>
<td>502588</td>
</tr>
<tr>
<td>CorrTrack [30] (offline)</td>
<td>72.3</td>
<td>63.9</td>
<td>87.3</td>
<td>59132</td>
<td>9577</td>
<td>161997</td>
<td>488482</td>
</tr>
</tbody>
</table>

Table 2. Multi-person pose tracking baselines evaluated with the keypoint MOTA metric on PoseTrack21. Approaches marked with $^\dagger$ have a model trained on PoseTrack 2018\cite{1}.
5. Analysis

We evaluate the performance of related state-of-the-art methods for the tasks of multi-person re-id pose tracking, multi-object tracking and person search on our proposed dataset and analyse strengths and weaknesses.

**Evaluation Metrics** In the context of multi-person pose tracking, we use the keypoint-based MOTA metric proposed in [1] for evaluation. Contrary to the standard MOTA metric [22] for multi-object tracking, keypoint-based MOTA evaluates the tracking performance for every keypoint class individually. In the context of PoseTrack21, this results in 15 different MOTA scores, which are then averaged into a final MOTA score. In general, the MOTA metric is highly impacted by the localization accuracy of keypoint detections [26]. Hence, better person detectors or pose estimators directly result in a stronger MOTA score.

HOTA [26], in contrast, tries to balance detection accuracy and association accuracy of underlying tracks. For that reason, HOTA consists of sub-metrics measuring the detection accuracy (DetA), the localization accuracy (LocA), the association accuracy (AssA) and the fragmentation accuracy (FragA). FragA penalizes heavily fragmented tracks and extends HOTA to a fragmentation-aware HOTA metric (FA-HOTA).

For the evaluation of multi-person re-id pose tracking, we propose keypoint HOTA and replace HOTA’s localization similarity by the head-normalized percentage of correct keypoints (PCKh) [2]. Further, and in contrast to HOTA, we strictly penalize identification errors. For more details, we refer to the supplementary material.

### Multi-Person Re-ID Pose Tracking

For a fair comparison, we utilized the same person detector and the same pose estimation model for all our baselines. In particular, we use a FasterRCNN [31] with a Resnet50-FPN [24] as our person detector. The model is pre-trained on MSCOCO [25], which we obtained from the TorchVision model-zoo.3 We further fine-tuned the person detector on PoseTrack21 for 30 epochs, following the training protocol proposed in [4]. Similarly, we train a three-stage pose estimation model from [30] on MSCOCO and PoseTrack21 for 215 and 16 epochs, respectively. The learning rate was reduced from 1e-3 to 1e-4 after 200 epochs and further reduced to 1e-5 after 4 epochs on PoseTrack21.

We report mAP for the pose estimation performance based on the PCKh-metric proposed in [1] and evaluate the tracking performance of our baselines with two different metrics, namely MOTA [1, 22] and HOTA [26]. Tab. 2 and Tab. 3 summarize the results. Note the difference in mAP: It is common practice in multi-person pose tracking approaches [30, 34, 36, 39, 43, 44] to sacrifice mAP for better MOTA scores. Consequently, differences in outlier handling result in different pose estimation results.

Nearly all proposed baselines outperform the on-line version of CorrTrack in terms of MOTA and HOTA. CorrTrack w. ReID even outperforms the off-line version of CorrTrack in terms of HOTA. This shows that a tracklet history in combination with appearance-based feature matching can boost the overall tracking performance. On the other hand, keypoint correspondences do not seem to work reliably as a motion model (Tracktor++ w. correspondences) for two reasons: 1) keypoint correspondences can only warp visible keypoints of the previous frames, which results in bounding boxes that do not cover the entire person. In consequence, the appearance features have a limited descriptive nature. 2) the keypoint similarity based non-maxima suppression (NMS) fails to remove duplicate detections which cover different keypoints. A look into Tab. 3 further confirms this behaviour: the association accuracy (AssA) and fragmentation accuracy (FragA) are much lower compared to the remaining baselines. CorrTrack w. ReID and Tracktor++ w. poses show a similar tracking performance, though CorrTrack w. ReID has a higher FragA and generates less fragmented tracks.

Further, we evaluated the performance of all baseline methods with respect to different attributes, such as size of the bounding box, bounding box visibility and the number of keypoints. The results are shown in Fig. 3. Bounding box size denotes the maximum side length of a given bounding box. As tracking results did not contain bounding box information, bounding boxes were generated from keypoints. Interestingly, all baselines achieve the best performance for bounding box sizes between 400-500 and 800-1000 pixels. In the person visibility study, where we measured the IoU between the person’s ground truth bounding

<table>
<thead>
<tr>
<th>Method</th>
<th>mAP</th>
<th>HOT</th>
<th>FA-HOT</th>
<th>DetA</th>
<th>LocA</th>
<th>AssA</th>
<th>FragA</th>
</tr>
</thead>
<tbody>
<tr>
<td>CorrTrack [30]</td>
<td>72.3</td>
<td>51.13</td>
<td>51.07</td>
<td>45.48</td>
<td>81.94</td>
<td>58.02</td>
<td>57.75</td>
</tr>
<tr>
<td>CorrTrack [30] w. ReID</td>
<td>72.7</td>
<td>52.71</td>
<td>52.59</td>
<td>46.56</td>
<td>81.93</td>
<td>60.21</td>
<td>59.66</td>
</tr>
<tr>
<td>Tracktor++ [4] w. poses</td>
<td>71.4</td>
<td>52.21</td>
<td>52.03</td>
<td>46.30</td>
<td>81.95</td>
<td>59.41</td>
<td>58.61</td>
</tr>
<tr>
<td>Tracktor++ [4] w. correspondences</td>
<td>73.6</td>
<td>48.90</td>
<td>48.43</td>
<td>44.67</td>
<td>81.26</td>
<td>54.05</td>
<td>52.02</td>
</tr>
<tr>
<td>CorrTrack [30] (off-line)</td>
<td>72.3</td>
<td>52.42</td>
<td>52.29</td>
<td>45.48</td>
<td>81.94</td>
<td><strong>60.93</strong></td>
<td><strong>60.37</strong></td>
</tr>
</tbody>
</table>

Table 3. Multi-person pose tracking baselines evaluated with the keypoint HOTA metric on PoseTrack21.

---

Table 4. Multi-object tracking baselines evaluated with the MOTA metric on PoseTrack21MOT.

<table>
<thead>
<tr>
<th>Method</th>
<th>IDF1</th>
<th>IDP</th>
<th>IDR</th>
<th>Prcn</th>
<th>MOTA</th>
<th>MOTP</th>
</tr>
</thead>
<tbody>
<tr>
<td>TRMOT [37]</td>
<td>57.3</td>
<td>70.0</td>
<td>46.6</td>
<td>59.2</td>
<td>85.5</td>
<td>47.2</td>
</tr>
<tr>
<td>FairMOT [45]</td>
<td>63.2</td>
<td>81.0</td>
<td>51.8</td>
<td>60.6</td>
<td>94.9</td>
<td>56.3</td>
</tr>
<tr>
<td>Tracktor++ [4]</td>
<td>69.3</td>
<td>76.4</td>
<td>63.5</td>
<td>71.6</td>
<td>86.2</td>
<td>59.5</td>
</tr>
<tr>
<td>CorrTrack + ReID</td>
<td><strong>66.5</strong></td>
<td>72.4</td>
<td>61.4</td>
<td>68.8</td>
<td>81.2</td>
<td>52.0</td>
</tr>
</tbody>
</table>

Table 5. Multi-object tracking baselines evaluated with the HOTA metric on PoseTrack21MOT.

<table>
<thead>
<tr>
<th>Method</th>
<th>HOTA</th>
<th>DetA</th>
<th>AssA</th>
<th>LocA</th>
<th>RHOTA</th>
</tr>
</thead>
<tbody>
<tr>
<td>TRMOT [37]</td>
<td>46.85</td>
<td>40.91</td>
<td>54.98</td>
<td>79.92</td>
<td>49.06</td>
</tr>
<tr>
<td>FairMOT [45]</td>
<td>53.53</td>
<td>47.43</td>
<td>61.45</td>
<td>83.16</td>
<td>55.37</td>
</tr>
<tr>
<td>Tracktor++ [4]</td>
<td><strong>58.29</strong></td>
<td><strong>52.71</strong></td>
<td><strong>65.43</strong></td>
<td><strong>83.09</strong></td>
<td><strong>62.58</strong></td>
</tr>
<tr>
<td>CorrTrack + ReID</td>
<td>56.95</td>
<td>51.33</td>
<td>64.19</td>
<td>82.80</td>
<td>61.86</td>
</tr>
</tbody>
</table>

Multi-Object Tracking

We evaluate the performance of state-of-the-art multi-object tracking approaches [4, 37, 45] on our PoseTrack21 dataset. In particular, each baseline provided a pre-trained model on the MSCOCO dataset. We fine-tuned each baseline on PoseTrack21, following the training protocols as proposed in [4, 37, 45].

For Tracktor++, we additionally trained TriNet [17], a re-identification model based on ResNet50 [16] as proposed in [4]: For each minibatch, we sampled 18 crops of size $256 \times 128$ from the PoseTrack21-MOT subset and trained TriNet for 29270 iterations. Both TRMOT [37] and FairMOT [45] directly train a dedicated re-identification head within their proposed object detection networks, using the cross-entropy loss.

Similar to Sec. 5, we measure the performance with the MOTA and HOTA metrics. We additionally evaluate IDF1, IDP and IDR [33], which are common metrics to evaluate the MOT performance. We also report the recall-HOTA (RHOTA) [26], which combines detection recall and association accuracy.

In Sec. 5, we have evaluated the performance of a MOT baseline on the task on multi-person pose tracking. Consequently, we want to evaluate, how well multi-person pose tracking approaches can solve the task of MOT. In this regard, we calculated bounding boxes from all poses and removed all pose information from CorrTrack w. ReID, which we introduced in Sec. 4.1 and converted the results into the respective MOT format. As shown in Tab. 4 and Tab. 5, CorrTrack w. ReID achieves competitive results. This confirms that the MOT and pose tracking tasks complement each other.

In an additional set of ablative experiments, we evaluated the overall tracking performance for different features, such as bounding box size, visibility and number of keypoints similar to Sec. 5. Based on different bounding box sizes, Tracktor++ significantly outperforms the remaining baselines in the amount of tracked objects, independent of the size. Note that the total number of objects is reported on a semi-logarithmic scale. A similar behaviour applies for the number of available keypoints. In terms of bounding box visibility (1 - IoU), Tracktor++ struggles to properly track in occluded scenarios, in which FairMOT significantly outperforms the other baselines.

Person Search

On our PoseTrack21-PersonSearch subset, we evaluate [7, 8, 23, 41] as our state-of-the-art baselines. All baselines rely on FasterRCNN [31] with a ResNet50 [16] backbone. Additionally, FasterRCNN is extended by an additional re-identification head. For OIM [41], we use the re-implementation of [8]. Following [8], we train OIM for 22 epochs on an image resolution of $900 \times 1500$ with...
Due to a stronger person detection model, \textit{SeqNet} outperforms all other baselines as shown in Tab. 6. Surprisingly, \textit{OIM} outperforms the remaining baselines. We argue that the corresponding baselines are highly optimized on common person search datasets such as PRW \cite{47} or CUHK-

<table>
<thead>
<tr>
<th>Method</th>
<th>Recall</th>
<th>AP</th>
<th>mAP</th>
<th>top-1</th>
<th>top-5</th>
<th>top-10</th>
</tr>
</thead>
<tbody>
<tr>
<td>OIM \cite{41}</td>
<td>68.05</td>
<td>63.84</td>
<td>57.58</td>
<td>86.82</td>
<td>88.65</td>
<td>89.49</td>
</tr>
<tr>
<td>NAE \cite{8}</td>
<td>67.98</td>
<td>62.29</td>
<td>55.83</td>
<td>84.31</td>
<td>87.59</td>
<td>88.96</td>
</tr>
<tr>
<td>NAE+ \cite{8}</td>
<td>74.45</td>
<td>62.56</td>
<td>54.48</td>
<td>83.93</td>
<td>87.89</td>
<td>89.11</td>
</tr>
<tr>
<td>HOIM \cite{7}</td>
<td>79.54</td>
<td>66.08</td>
<td>52.77</td>
<td>84.69</td>
<td>87.66</td>
<td>88.35</td>
</tr>
<tr>
<td>SeqNet \cite{23}</td>
<td>72.49</td>
<td>69.36</td>
<td>65.12</td>
<td>85.91</td>
<td>91.01</td>
<td>92.23</td>
</tr>
</tbody>
</table>

Table 6. Person search evaluation on PoseTrack21. Approaches marked with \textsuperscript{†} where re-implemented \cite{8}.

a learning rate of 3e-3 which is additionally decayed by a factor of 10 after 16 epochs.

\textit{NAE} \cite{8} extends \cite{41} with a norm-aware embedding head, which minimizes the embedding norm of background features towards 0 and maximizes the norm of person embeddings towards 1. We train NAE as proposed in \cite{8} with the same training protocol used for \textit{OIM}. \textit{NAE+} \cite{8} is a pixel-wise extension of \textit{NAE} which is initialized with a pre-trained \textit{NAE} network. \textit{NAE+} is further fine-tuned for 11 epochs with a learning rate of 3e-3, which is decayed by a factor of 10 after 9 epochs. \textit{HOIM} \cite{7} extends \cite{41} with a different re-identification loss, which considers multiple background embeddings as additional negative examples in combination with an InfoNCE loss \cite{41}. We follow \cite{7} and train the network similar to \cite{41}. \textit{SeqNet} \cite{23}, on the other hand, proposed a cascaded architecture for \textit{FasterRCNN} \cite{31}. In particular, \textit{SeqNet} consists of a second bounding box regression head which refines the predicted bounding boxes of the first stage. Further, the second stage comprises a norm-aware re-identification head from \cite{8}. We train \textit{SeqNet} for 20 epochs with a learning rate of 3e-3, which is decayed by a factor of 10 after 16 epochs.

Due to a stronger person detection model, \textit{SeqNet} outperforms all other baselines as shown in Tab. 6. Surprisingly, \textit{OIM} outperforms the remaining baselines. We argue that the corresponding baselines are highly optimized on common person search datasets such as PRW \cite{47} or CUHK-

\textbf{6. Discussion}

In this work, we propose PoseTrack21, a joint dataset with annotated bounding boxes, human keypoints and person-ids, suitable for the task of multi-person pose tracking, multi-object tracking and person search. With this dataset, we want to encourage researchers to work on joint approaches, which can reliably solve multi-person pose tracking, multi-object tracking and person search. As we have shown in our experiments, MOT approaches in combination with a pose estimation model can be utilized as reliable baselines for multi-person pose tracking. Vice versa, the pose estimation baselines perform fairly well in the context of MOT. Person search models, on the other hand, usually rely on an object detector with an extended re-identification head which subsumes the exact baseline of modern MOT approaches. We believe that PoseTrack21 will help to address the discussed limitations and increase the synergy between the three related, but separated research areas multi-person pose tracking, multi-object tracking and person search. Finally, it needs to be noted that the dataset will be only for research purposes and it will be forbidden to use the dataset for training or evaluating commercial surveillance systems or other systems that can potentially harm societies or individuals.
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