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Abstract

Though image-level weakly supervised semantic segmentation (WSSS) has achieved great progress with Class Activation Maps (CAMs) as the cornerstone, the large supervision gap between classification and segmentation still hampers the model to generate more complete and precise pseudo masks for segmentation. In this study, we propose weakly-supervised pixel-to-prototype contrast that can provide pixel-level supervisory signals to narrow the gap. Guided by two intuitive priors, our method is executed across different views and within per single view of an image, aiming to impose cross-view feature semantic consistency regularization and facilitate intra(inter)-class compactness(dispersion) of the feature space. Our method can be seamlessly incorporated into existing WSSS models without any changes to the base networks and does not incur any extra inference burden. Extensive experiments manifest that our method consistently improves two strong baselines by large margins, demonstrating the effectiveness. Specifically, built on top of SEAM, we improve the initial seed mIoU on PASCAL VOC 2012 from 55.4% to 61.5%. Moreover, armed with our method, we increase the segmentation mIoU of EPS from 70.8% to 73.6%, achieving new state-of-the-art.

1. Introduction

Benefiting from large-scale pixel-level annotations, semantic segmentation [38] has achieved remarkable progress in recent years. However, obtaining such precise pixel-wise annotations is laborious and time-consuming. To relieve this burden, many works resort to weakly supervised semantic segmentation (WSSS) that aims at learning segmentation models from weak labels such as image tags [2, 21, 22, 27, 32, 53, 62], bounding boxes [39], points [4] and scribbles [47]. Among them, image-level WSSS that requires only image tags has been extensively studied in the computer vision community.

Image-level WSSS is a challenging task since the image tags indicate only the existence of object categories and do not inform accurate object locations that are essential for semantic segmentation. To tackle this issue, Class Activation Maps (CAMs) [67] that identify which parts of the image contribute the most to the classification have been widely adopted to roughly estimate the regions of the target objects. The regions, also known as seeds, are used to generate pseudo ground truths for training segmentation models. However, CAMs only cover parts of objects, resulting in inaccurate and incomplete supervision. This issue is rooted in the supervision gap between the classification and the segmentation tasks. Specifically, classification networks supervised by image tags tend to focus on the most discriminative regions of objects for achieving a better performance of correctly tagging the image, while the segmentation task requires pixel-level supervision to assign a category to each pixel within the whole image. Narrowing down the super-
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vision gap is crucial for WSSS, motivating us to explore pixel-wise supervisory signals that are complementary to image tags.

Inspired by the compelling contrastive self-supervised algorithms [20], we develop a novel weakly-supervised pixel-to-prototype contrastive learning method for WSSS, which can provide pixel-level supervision to improve the quality of CAMs and the performance of segmentation. Our method is based on two implicit but valuable priors: (i) features should retain semantic consistency across different views of an image; and (ii) pixels sharing the same label should have similar representations in the feature space, and vice versa. With these priors as guidelines, the pixel-to-prototype contrast is executed across different views and within per single view of each image, respectively, leading us to the cross-view contrast and intra-view contrast.

Our method is instantiated with a unified pixel-to-prototype contrastive learning formulation, which shapes the pixel embedding space through a prototype-based metric learning methodology. The core idea is pulling pixels together to their positive prototypes and pushing them away from their negative prototypes to learn discriminative dense visual representations. In our method, a prototype is defined as a representative embedding of a category. It is estimated from pixel-wise feature embeddings with the top activations in the CAMs. During learning, the polarity of each prototype is determined by the pseudo label of each pixel coupled to it in the current mini-batch. However, when generating pseudo masks from CAMs, there emerges a tricky problem: the over-activated and under-activated regions may corrupt the contrastive learning, especially the intra-view contrast. To alleviate this issue, we adopt two strategies: semi-hard prototype mining and hard pixel sampling to reduce the inaccurate contrasts as well as better utilize hard samples.

Recently, Wang et al. [53] propose SEAM to mitigate the supervision gap issue with a CAM equivariance constraint that enforces the CAMs to have the same spatial transformation as the input images. Our method has two major differences. Firstly, our method imposes regularizations to pixel-level features, enforcing the pixel embedding to be similar to the positive prototype and dissimilar to negative prototypes, while SEAM calculates consistency loss between CAMs of different views of the same image. Moreover, both cross-view and intra-view regularizations are considered in our work, while SEAM only integrates equivariant regularization across views.

Our method can be seamlessly incorporated into existing WSSS models without any changes to the base networks. It requires only additional common projectors during training and does not incur an extra inference burden. Experiments demonstrate that our method improves state-of-the-art models by large margins. As shown in Fig. 1, our method consistently improves two strong baseline models w.r.t. both initial seed qualities and segmentation performance. We also validate our method through an extensive ablation study, where we find that each component contributes substantial performance improvements.

To summary, our main contributions are as follows:

- We propose weakly-supervised pixel-to-prototype contrast for WSSS. It enables the pixels to receive supervision from the reliable prototype of each class under the WSSS setting, which substantially narrows the gap between classification and segmentation.
- We propose to perform pixel-to-prototype contrastive learning both within a view and across different views of an image, which significantly improves the qualities of CAMs and the subsequent segmentation masks.
- Our method shows impressive results, surpassing baseline models by large margins and achieving the top performance on the standard benchmark.

2. Related Work

Image-level WSSS. WSSS with image-level labels has achieved significant progress under the pipeline of first generating pseudo masks then training a semantic segmentation network. Recent methods for WSSS rely on CAMs [67] to inform object locations by discovering image pixels that are informative for classification. However, CAMs can only highlight the most discriminative regions of objects, thus offering incomplete pseudo masks. Substantial efforts have been devoted to resolving this issue. They intend to complete the CAMs by enforcing networks to pay more attention to non-discriminative object regions using strategies such as region erasing [18, 54], region supervision [25], and region growing [19, 43]. Some other works refine the CAM by an iterative solution. For instance, PSA [2] and IRN [1] propose to propagate local responses to nearby areas which belong to the same semantic entity via random walk.

The inherent reason for the above issue is due to the supervision gap between classification and segmentation. Noticing this, many researchers explore to use additional supervision, such as multi-level feature maps [26], accumulated feature maps [21], cross-image semantics [15, 45], sub-categories [5], saliency maps [32, 60], and CAM consistency constraints [53], to narrow the gap. These approaches are simple but achieve encouraging performance.

Contrastive Learning. Contrastive learning (CL) [20] has shown great potential in learning discriminative representations without labels. The core idea of CL is to use the InfoNCE loss [40] to measure how well a model can classify a feature representation from a set of unrelated negative samples. For example, [58] learns feature representations at the instance level with a memory bank, where they try to maximally scatter instance embeddings over a unit sphere.
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\( A(\cdot) \) is a spatial transformation for augmenting training samples. \( f_{\text{CAM}} \), \( f_{\text{proj}} \) are implemented by 1x1 convolutional layer followed by ReLU. \( f_{\text{est}} \) represents the prototype estimation process and \( p_{(S,T)} \) represent the generated prototypes. \( L2 \) denotes per-pixel L2 normalization. The \( \text{argmax} \) function is conducted per-pixel along the channel dimension and returns the index of the maximum value.

MoCo [17] matches an encoded feature to a dynamic dictionary which evolves with a momentum updating strategy. SimCLR [9] presents a simple framework that engenders negative samples from large mini-batches.

Further, Khosla et al. [24] extend the self-supervised contrastive approach to the fully-supervised setting. A supervised contrastive loss is put forward to effectively leverage label information, enabling intra-class compactness and inter-class dispersion of the feature space. Wang et al. [52] propose dense contrastive learning that works at pixel-level and achieves superior performance than MoCo on downstream dense prediction tasks. In addition, Li et al. [33] propose to facilitate contrastive learning with clustering. They propose ProtoNCE loss that absorbs the advantages of contrastive learning and cluster-based unsupervised representation method [48], showing substantial improvements on several benchmarks.

**Contrastive Learning in Segmentation.** Recently, many studies leverage contrastive learning to promote image segmentation. These works utilize pixel-level or patch-level contrastive learning to improve semantic segmentation under fully supervised [50], semi-supervised [3], weakly-supervised [22], and unsupervised [49] settings. Caron et al. [22] improve WSSS by pixel-to-segment contrast, where they assume the segments are known in advance. In their work, they use SEAM to generate CAMs. Instead, we build on top of existing WSSS methods and directly produce better quality seeds for segmentation. Recently, some studies apply contrastive learning to domain adaptation [35] and few-shot [36] semantic segmentation, also showing impressive results.

**Consistency Regularization.** Consistency regularization is a hot topic in the field of semi-supervised semantic segmentation. The idea is to enforce semantic or distribution consistency between various perturbations, such as image augmentation [23] and network perturbation [10, 64]. For example, Ke et al. [23] enforce cross probability consistency; Chen et al. [10] impose consistency regularization on two networks perturbed with different parameters for the same input image. The common goal of such methods is to construct appropriate supervisions by imposing consistency regularization, which greatly improves segmentation performance of semi-supervised segmentation. However, this idea is rarely studied in the case of weakly supervised segmentation. Our proposed cross-view pixel-to-prototype contrast can be regarded as imposing feature semantic consistency regularization across different views of each image.

3. Methodology

Our method can be interpreted as a regularization term that is adaptable to any existing WSSS framework without
changing the inference procedure. The overall loss function for training such a model is the linear combination of the cross-view contrastive loss $\mathcal{L}^{\text{cross}}$ and the intra-view contrastive loss $\mathcal{L}^{\text{intra}}$:

$$\mathcal{L}^{\text{contrast}} = \alpha \mathcal{L}^{\text{cross}} + \beta \mathcal{L}^{\text{intra}}$$  \hspace{1cm} (1)

where $\alpha, \beta$ are two positive constants.

In this section, we first review how to generate CAMs, then introduce our proposed pixel-to-prototype contrast and how to estimate the prototypes, and finally elaborate on applying contrastive learning across different views and within per single view of each image. The framework of our method is illustrated in Fig. 2. Following the common practice, we first generate pixel-wise pseudo masks with our proposed method, then use them to train a DeepLab [6, 8] segmentation network.

3.1. Preliminary

We begin with a brief review on how CAMs are generated by visualization technique. Given a CNN (e.g. ResNet38 [57]), we denote the last convolutional feature maps by $f \in \mathbb{R}^{D \times HW}$, where $HW$ is the spatial size and $D$ is the channel dimension. A Global Average Pooling (GAP) operation is applied to aggregate the feature maps. Next, a fully connected layer with parameters $w \in \mathbb{R}^{C \times D}$ is applied to retrieve the class scores. Here, $C$ is the number of classes. Formally, the score for class $c$ is obtained as

$$s_c = \frac{1}{HW} \sum_{j=1}^{D} w_{c,j} \sum_{i} f_{j,i}$$  \hspace{1cm} (2)

After that, the CAM $m_c$ for class $c$ is given by:

$$m_c = \text{ReLU} \left( \sum_{j=1}^{D} w_{c,j} f_{j,:} \right)$$  \hspace{1cm} (3)

It is worth noticing that a theoretically equivalent and much convenient way to compute CAMs is directly selecting the feature maps of the last convolutional layer [66]. Given the feature maps $f$, we can add an additional convolutional layer which consists of $C$ kernels with a size of $1 \times 1$ and stride 1 on top of $f$ to obtain $f' \in \mathbb{R}^{C \times HW}$. The score for class $c$ is then computed by applying GAP to $f'$. The maps $f'$ followed by ReLU function is directly used as the CAMs. In this paper, we follow this way for computing the CAMs.

3.2. Pixel-to-Prototype Contrast

Given the CAM of an image, we use a pixel-wise argmax function to generate the pseudo mask $y$, i.e., $y = \text{argmax}(m)$, which determines the category of each pixel. For each category, there exists a representative embedding, $i.e.,$ the prototypes, denoted by $P = \{p_c\}_{c=1}^{C}$. Our goal is to learn discriminative feature embedding for each pixel aided by contrastive learning in a projected feature space. The idea is shown in Fig. 3. We first obtain pixel-wise projected feature $v_i \in \mathbb{R}^{128}$ by a projector, which is implemented with a $1 \times 1$ convolutional layer followed by ReLU. Then, given $v_i$ and $P$, the pixel-to-prototype contrast $\mathcal{F}(\cdot)$ holds the following formulation:

$$\mathcal{F}(v_i; y_i; P) = -\log \frac{\exp(v_i \cdot p_{y_i}/\tau)}{\sum_{p_c \in P} \exp(v_i \cdot p_c/\tau)}$$  \hspace{1cm} (4)

where $y_i \in [1, 2, ..., C]$ is the pseudo label of pixel $i$, which determines the positive prototype $p_{y_i}$, $\tau$ is the temperature parameter, which is set to 0.1 following a common practice.

3.3. Prototype Estimation

We further describe how we generate the prototypes. A possible solution is to mine the pixel-level semantic structure through clustering, as done in unsupervised semantic segmentation [11]. However, in the case of weakly supervised setting, this approach cannot make full use of image tag information and usually requires over-clustering to achieve better performance [5, 48]. The resulting clusters generally cannot well match the true categories.

In this work, we treat the pixel-wise CAM values as the confidences and propose to estimate the prototypes from pixel-wise feature embeddings that are with the highest confidences. Specifically, for all pixels assigned to class $c$, we empirically choose the ones with top $K$ confidences. The resulting clusters generally cannot well match the true categories.

In this work, we treat the pixel-wise CAM values as the confidences and propose to estimate the prototypes from pixel-wise feature embeddings that are with the highest confidences. Specifically, for all pixels assigned to class $c$, we empirically choose the ones with top $K$ confidences. The resulting clusters generally cannot well match the true categories.
malization is applied to each prototype. Here, $K$ is a hyper-parameter and a smaller $K$ means higher confidence for computing the prototype.

Moreover, in order to capture the global context of the entire dataset, we compute prototypes across the training batch, that is, choosing pixels with the highest CAM values in the whole training batch.

### 3.4. Cross-view Contrast

Given the formulation of pixel-to-prototype contrastive loss shown in Eq. (4), we describe in detail how we apply cross-view contrast under the guidance of the cross-view semantic consistency. Specifically, given an image as the source view $S$, we generate a target view $T$ by a spatial transformation $A(\cdot)$, as shown in Fig. 2. Then, the two views are encoded using a pre-trained CNN backbone, which are further processed to obtain two CAMs. We apply the same transformation $A(\cdot)$ to the feature map and the CAM of the source view, with the same purpose as [53].

**Cross Prototype Contrast.** Considering that there should be semantic consistency between the two views, the prototype from one view can serve as supervisory signal to another view, and vice versa. Precisely, given a pixel $i$ with its pseudo label $y_i \in \{1, 2, ..., C\}$ and the projected feature embedding $v_i$, the prototypes $P' = \{p'_c\}_{c=1}^C$ from another view are borrowed to impose regularization to the current view. With the definition of pixel-to-prototype contrast shown in Eq. (4), the cross prototype contrastive loss is calculated by

$$L_{cp} = \frac{1}{|I|} \sum_{i \in I} F(v_i; y_i; P')$$

(6)

where $I$ denotes the whole image and $|\cdot|$ represents the cardinality.

**Cross CAM Contrast.** Furthermore, the CAM from one view can be utilized to impose consistency regularization to another view as well. The CAM determines the pseudo mask of a view. Thus, for a pixel $i$ with prototypes $P$ from its own view, we utilize the pseudo label $y'_i$ from another view to determine the positive prototype and negative prototypes. Analogously, the cross CAM contrastive loss can be written as:

$$L_{cc} = \frac{1}{|I|} \sum_{i \in I} F(v_i; y'_i; P')$$

(7)

It is noticeable that the cross-view contrast is symmetrical, since both source view and target view can serve as the current view for computing $L_{cp}$ and $L_{cc}$. Eventually, the respective $L_{cp}$ and $L_{cc}$ of the two views are added together as the total cross-view contrastive loss $L_{cross}$. For simplicity, we only present the formulation of one view as follows:

$$L_{cross} = L_{cp} + L_{cc}$$

(8)

### 3.5. Intra-view Contrast

**Intra-view Contrast.** According the second hypothesis of intra-class compactness and inter-class dispersion, we further propose intra-view contrast that is conducted within per single view of each image. As opposed to the cross-view contrast, for a pixel $i$ with pseudo label $y_i$, the intra-view contrast takes prototypes $P$ from the current view to perform pixel-to-prototype contrastive learning:

$$L_{intra}^{i} = \frac{1}{|I|} \sum_{i \in I} F(v_i; y_i; P)$$

(9)

The intra-view contrast is conducted on both views, and we do not list the symmetrical form in Eq. (9) for simplicity. However, we experimentally find that trivially introducing $L_{intra}^{i}$ could cause performance degeneration. The reason is that there are no precise pixel-wise annotations in the case of weakly supervised setting, the pseudo label $y_i$ assigned to pixel $i$ could be inaccurate, resulting in inaccurate contrasts. Motivated by the hard example mining strategies in contrastive learning [42, 50], we alleviate this issue by introducing semi-hard prototype mining. Moreover, we also adopt a hard pixel sampling strategy to focus more on pixel samples hard for segmentation.

**Semi-hard Prototype Mining.** For a pixel $i$, the assigned label $y_i$ determines the positive prototype $p_{y_i}$ and negative prototypes $P_N = P \setminus p_{y_i}$. Inspired by [50], rather than directly using $P_N$, we adopt semi-hard prototype mining: for each pixel, we first collect the top 60% hardest negative prototypes, from which we choose 50% as the negative samples to compute the intra-view contrastive loss.

Here, a remaining question is how to define ‘harder’ prototypes. Following [50], for pixel $i$, we view the prototypes except $p_{y_i}$ with dot products to pixel feature embedding $v_i$ closer to 1 to be harder, i.e., prototypes that are similar to the pixel.

**Hard Pixel Sampling.** We also introduce hard pixel sampling to make better use of hard pixels. Specially, instead of using all pixels belonging to a prototype $p_c$ to calculate the intra-view contrastive loss, we adopt a per-class pixel sampling strategy: for each class, half of the pixels are randomly sampled and half are the hard ones.

Unlike [50], in this part, we define ‘harder’ pixels without ground truth during training. For a prototype $p_c$, we view the belonging pixels with dot products to $p_c$ closer to −1 to be harder, i.e., pixels that are dissimilar to the prototype. The definition of ‘harder’ pixels is exactly the opposite of ‘harder’ prototypes, as the pixel far away from the corresponding prototype requires more attention to be pulled closer to the prototype in order to improve intra-class compactness.

We experimentally prove that equipped with the two strategies, we mitigate the effect of incorrect contrasts and
make better use of hard examples, which further improves performance.

4. Experiment

4.1. Datasets and Baselines

Datasets. We evaluate our proposed method on PASCAL VOC 2012 segmentation dataset [12], the standard benchmark for WSSS. The dataset consists of 21 classes including a background, with 1,464, 1,449, and 1,456 images for train, validation, and test set, respectively. Following the common practice in semantic segmentation, we use the augmented train set that consists of 10,582 images [16] for training. We report the mean Intersection-over-Union (mIoU) for evaluation, and the mIoU on the VOC test set is obtained from the official evaluation server.

Baselines. We choose two strong models, SEAM [53] and EPS [32] as our baselines. SEAM proposes a CAM equivariant regularization to narrow the supervision gap. EPS utilizes saliency maps as an additional supervision. They achieve state-of-the-art performance for WSSS. We build on top of these models to evaluate the effectiveness of our proposed method.

4.2. Implementation Details

Following SEAM and EPS, ResNet38 is adopted as the backbone network with output stride equals 8. The images are randomly rescaled to the range of [448, 768] by the longest edge and then cropped by $448 \times 448$ as the input size of the network following [53]. We use rescale transformation that resizes the source image to a size of $128 \times 128$, keeping the multiple of the output stride. This is slightly different from SEAM, but the rescaling degree is nearly the same. The CNN backbone and projector share weights between the two views. The projected features used for contrastive loss have a dimension of 128. When imposing our proposed contrastive regularization $L_{\text{contrast}}$ to SEAM and EPS, we set $\alpha = 0.1$ and $\beta = 0.1$ in order to keep balance with classification loss. We follow the training and inference procedure in SEAM and EPS, including the training epoch, learning rate, learning rate decay policy, weight decay rate, and optimizer.

After generating the pseudo masks, we train three semantic segmentation networks to make fair comparisons with the baseline models. Concretely, DeepLab-LargeFOV with ResNet38 is trained to make comparison with SEAM; DeepLab-LargeFOV and DeepLab-ASPP with ResNet101 are trained to make comparison with EPS, respectively. During inference, we adopt multi-scale and flip operations as done in previous works. Standard dense CRF is used as a post-processing procedure to refine the final segmentation masks.

Table 1. Evaluation (mIoU (%)) of the initial seed (Seed), the seed with CRF (+CRF), and the pseudo mask (Mask) refined by PSA [2] on PASCAL VOC 2012 train set.

<table>
<thead>
<tr>
<th>Method</th>
<th>Venue</th>
<th>Seed</th>
<th>+CRF</th>
<th>Mask</th>
</tr>
</thead>
<tbody>
<tr>
<td>PSA [3]</td>
<td>CVPR’18</td>
<td>48.0</td>
<td>-</td>
<td>61.0</td>
</tr>
<tr>
<td>Chang et al. [5]</td>
<td>CVPR’20</td>
<td>50.9</td>
<td>55.3</td>
<td>63.4</td>
</tr>
<tr>
<td>CONTA [62]</td>
<td>NIPS’20</td>
<td>56.2</td>
<td>65.4</td>
<td>66.1</td>
</tr>
<tr>
<td>EDAM [56]</td>
<td>CVPR’21</td>
<td>52.8</td>
<td>58.2</td>
<td>68.1</td>
</tr>
<tr>
<td>AdvCAM [31]</td>
<td>CVPR’21</td>
<td>55.6</td>
<td>62.1</td>
<td>68.0</td>
</tr>
<tr>
<td>ECS-Net [46]</td>
<td>ICCV’21</td>
<td>56.6</td>
<td>58.6</td>
<td>-</td>
</tr>
<tr>
<td>OC-CSE [28]</td>
<td>ICCV’21</td>
<td>56.0</td>
<td>62.8</td>
<td>66.9</td>
</tr>
<tr>
<td>CPN [63]</td>
<td>ICCV’21</td>
<td>57.4</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>CDA [44]</td>
<td>ICCV’21</td>
<td>58.4</td>
<td>-</td>
<td>66.4</td>
</tr>
<tr>
<td><strong>Improvement over baseline:</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SEAM [53]</td>
<td>CVPR’20</td>
<td>55.4</td>
<td>56.8</td>
<td>63.6</td>
</tr>
<tr>
<td>Ours w/ SEAM</td>
<td>-</td>
<td>61.5</td>
<td>+6.1</td>
<td></td>
</tr>
<tr>
<td>EPS [32]</td>
<td>CVPR’21</td>
<td>69.5</td>
<td>71.4</td>
<td>71.6</td>
</tr>
<tr>
<td>Ours w/ EPS</td>
<td>-</td>
<td>70.5</td>
<td>+1.0</td>
<td>73.3</td>
</tr>
</tbody>
</table>

Table 2. Evaluation (mIoU (%)) of the initial seed (Seed), the seed with CRF (+CRF), and the pseudo mask (Mask) refined by IRN [1] on PASCAL VOC 2012 train set.

<table>
<thead>
<tr>
<th>Method</th>
<th>Venue</th>
<th>Seed</th>
<th>+CRF</th>
<th>Mask</th>
</tr>
</thead>
<tbody>
<tr>
<td>IRN [1]</td>
<td>CVPR’19</td>
<td>48.8</td>
<td>54.3</td>
<td>66.3</td>
</tr>
<tr>
<td>MBMNet [37]</td>
<td>MM’20</td>
<td>50.2</td>
<td>-</td>
<td>66.8</td>
</tr>
<tr>
<td>CONTA [62]</td>
<td>NIPS’20</td>
<td>48.8</td>
<td>-</td>
<td>67.9</td>
</tr>
<tr>
<td>AdvCAM [31]</td>
<td>CVPR’21</td>
<td>55.6</td>
<td>62.1</td>
<td>69.9</td>
</tr>
<tr>
<td>Ours w/ SEAM</td>
<td>-</td>
<td>61.5</td>
<td>64.0</td>
<td>70.1</td>
</tr>
</tbody>
</table>

4.3. Seed and Pseudo Mask Evaluation

To verify the effectiveness of our method, we report the quantitative qualities of both initial seeds and pseudo masks on VOC. Following SEAM, the seeds are obtained by directly applying a range of thresholds to separate the foregrounds and backgrounds in the CAMs. The results are shown in Tab. 1. As can be seen, we improve SEAM by 6.0% and 7.2% mIoU on initial seed and seed+CRF, respectively, showing excellent performance. Figure 4 indicates that the CAMs generated by our method not only cover the target objects completely but also show accurate boundaries. Our generated CAMs are more accurate to match the ground truth segmentation masks than the baseline. Moreover, compared with the recent methods CONTA [62], CPN [63], and CDA [44] that built on top of SEAM, our method outperforms them by large margins. A considerable improvement is also observed when applying our method to EPS. Precisely, our method with EPS achieves 73.3% mIoU on seed+CRF, achieving state-of-the-art performance.

A typical pipeline in WSSS is refining the initial seed by region growing with a random walk strategy. Most methods refine their initial seeds with PSA [2] or IRN [1]. Therefore, we also compare the qualities of the refined pseudo masks.
Figure 4. The visualization of CAMs. (a) Images. (b) GT masks. (c) CAMs produced by SEAM. (d) CAMs produced by our method. Our method generates better CAMs than SEAM in terms of both accuracy and completeness.

obtained by our method and other recent techniques. The 5th column of Tab. 1 shows the mIoU performance on the pseudo mask refined by PSA. It can be observed that our method surpasses existing methods by large margins. Note that the seed quality of EPS with our method is high, we do not further refine it with PSA. Instead, the seed+CRF is directly supplied as the pseudo mask.

Table 2 compares the performance between our method (with SEAM) and other counterparts refined using IRN. Our method performs remarkably better than the best performing counterpart AdvCAM [31], exceeding it by a large margin of 5.9% mIoU on the initial seed. As shown in the table, the pseudo mask performance gain of AdvCAM comes mainly from the refining procedure with IRN, while ours relies more on the high quality initial seed generated by our method. Nevertheless, our method achieves state-of-the-art performance under the IRN refinement settings.

4.4. Segmentation Performance

Generally, the generated pseudo masks are used to train a semantic segmentation network in a fully supervised manner. To make a fair comparison, we report DeepLab-LargeFOV and DeepLab-ASPP segmentation performance of our method and compare them with existing methods in Tab. 3 and Tab. 4, respectively. The SEAM trains a DeepLab-LargeFOV network with ResNet38 as the backbone, achieving 64.5% and 64.7% mIoU on PASCAL VOC val and test sets. With the same settings except equipped with our method, we increase the segmentation mIoU by 3.2% and 1.7% on val and test sets, showing substantial improvement. Moreover, our method with SEAM even surpasses many models with more powerful backbones. With DeepLab-LargeFOV and ResNet101, EPS equipped with our method achieves 72.3% and 73.5% mIoU on PASCAL VOC val and test sets. In addition, we train a DeepLab-ASPP network with our generated pseudo masks. As shown in Tab. 4, our method outperforms all existing methods, achieving new state-of-the-art performance on PASCAL VOC 2012 benchmark. We present some segmentation results in Fig. 5, from which we can find that our method works well for images of both simple and challenging scenes.
Figure 5. Qualitative segmentation results on PASCAL VOC 2012 val set. (a) Images. (b) GT masks. (c) Segmentation masks predicted by DeepLab-ASPP (Ours w/ EPS).

Table 5. Ablation performance (mIoU %) of our proposed method.

<table>
<thead>
<tr>
<th>Method</th>
<th>train</th>
<th>train+CRF</th>
<th>val</th>
<th>val+CRF</th>
</tr>
</thead>
<tbody>
<tr>
<td>CAM</td>
<td>47.43</td>
<td>52.40</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>SEAM (baseline)</td>
<td>55.41</td>
<td>56.83</td>
<td>52.54</td>
<td>53.70</td>
</tr>
<tr>
<td><strong>Ablations:</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>+ Cross Prototype</td>
<td>59.08</td>
<td>61.98</td>
<td>55.75</td>
<td>58.33</td>
</tr>
<tr>
<td>+ Cross CAM</td>
<td>60.35</td>
<td>63.10</td>
<td>57.33</td>
<td>59.68</td>
</tr>
<tr>
<td>+ Intra View</td>
<td>59.80</td>
<td>-</td>
<td>56.97</td>
<td>-</td>
</tr>
<tr>
<td>+ Proto Mining</td>
<td>60.91</td>
<td>63.40</td>
<td>58.20</td>
<td>60.62</td>
</tr>
<tr>
<td>+ Pixel Sampling</td>
<td>61.54</td>
<td>64.05</td>
<td>58.41</td>
<td>60.81</td>
</tr>
<tr>
<td><strong>Improvement</strong></td>
<td>+6.13</td>
<td>+7.22</td>
<td>+5.87</td>
<td>+7.11</td>
</tr>
</tbody>
</table>

### 4.5. Ablation Study

To analyse how each component in our proposed method helps to improve WSSS, we present extensive ablation studies in this section. Here, all experiments are done with SEAM on PASCAL VOC 2012 dataset.

**Effectiveness of each component.** First, we demonstrate the effectiveness of each component. The results are shown in Tab. 5. As can be seen, with the two cross-view semantic consistency regularization term, i.e., cross prototype contrast and cross CAM contrast, we improve the mIoU of SEAM from 55.41% to 60.35% on the train set, and from 52.54% to 57.35% on the val set. Furthermore, after applying the intra-view pixel-to-prototype contrast, we observe a slight performance drop on both train and val sets. We adopt two sample mining strategies to mitigate this issue, by which we increase the mIoU by 1.74% and 1.44%. Finally, with all these components, we increase the mIoU of SEAM by 6.13% and 5.87% on the train and val sets, showing significant improvements.

**Choices of K.** We empirically choose K pixel embeddings per-class in a mini-batch with the highest CAM values to evaluate the prototype. A smaller K indicates to use more confident pixels for estimation, while a larger K could probably incur some wrong pixels from other categories. We conduct experiments to analyse how K affects the initial seed performance. As shown in Tab. 6, we test a wide range of K. The results show that our proposed method is robust to the selection of K. Eventually, we set K = 32 with the best performance.

**Spatial transformation.** Similar to SEAM, the transformation in our method can be any spatial transformation. In our implementation, we rescale the source image of size $448 \times 448$ to $128 \times 128$ to get the target view in order to make sure the input size of the target view is a multiple of the output stride. This setting is slightly different from SEAM but remains almost identical to it. Following SEAM, we also adopt three transformations to evaluate our method: random rotation in $[-20, 20]$ degrees, translation by 16 pixels, and horizontal flip. The results are shown in Tab. 7. It can be seen that simply incorporating different transformations is not much effective, a similar observation to SEAM.

### 5. Conclusion

In this paper, we propose weakly-supervised pixel-to-prototype contrast that provides pixel-level supervisory signals to narrow the supervision gap and improve image-level WSSS. The pixel-to-prototype contrast is performed on both cross-view and intra-view of an image, which imposes cross-view feature semantic consistency regularization and facilitates intra(inter)-class compactness (dispersion) of the feature space. Extensive experiments validate the superiority of our method. In future, we will explore more prototype estimation ways and more application scenarios of our method, such as fully-supervised and semi-supervised segmentation.

**Acknowledgement.** The work was supported by the National Key Research and Development Program of China under Grant 2018YFB1701600, National Natural Science Foundation of China under Grant U20B2069.
References

[8] Liang-Chieh Chen, George Papandreou, Iasonas Kokkinos, Kevin Murphy, and Alan L. Yuille. Deeplab: Semantic image segmentation with deep convolutional nets, atrous convolution, and fully connected crfs. TPAMI, 2017. 4
[12] Mark Everingham, Luc Van Gool, Christopher KI Williams, John Winn, and Andrew Zisserman. The pascal visual object classes (voc) challenge. IJCV, 2010. 6
[21] Peng-Tao Jiang, Qibin Hou, Yang Cao, Ming-Ming Cheng, Yunchao Wei, and Hong-Kai Xiong. Integral object mining via online attention accumulation. In ICCV, 2019. 1, 2, 7
[27] Alexander Kolesnikov and Christoph H Lampert. Seed, extend, and constrain: Three principles for weakly-supervised image segmentation. In ECCV, 2016. 1, 7
[34] Seungho Lee, Minhyun Lee, Jongwuk Lee, and Hyunjung Shim. Railroad is not a train: Saliency as pseudo-pixel supervision. In CVPR, 2020. 1, 2, 6, 7
[44] Yukun Su, Ruizhou Sun, Guosheng Lin, and Qingshao Wu. Context decoupling augmentation for weakly supervised semantic segmentation. In ICCV, 2021. 6, 7
[53] Yude Wang, Jie Zhang, Meina Kan, Shiguang Shan, and Xilin Chen. Self-supervised equivariant attention mechanism for weakly supervised semantic segmentation. In CVPR, 2020. 1, 2, 5, 6, 7
[54] Yunchao Wei, Jiashi Feng, Xiaodan Liang, Ming-Ming Cheng, Yao Zhao, and Shuicheng Yan. Object region mining with adversarial erasing: A simple classification to semantic segmentation approach. In CVPR, 2017. 2
[56] Tong Wu, Junshi Huang, Guangyu Gao, Xiaoming Wei, Xiaolin Wei, Xuan Luo, and Chi Harold Liu. Embedded discriminative attention mechanism for weakly supervised semantic segmentation. In CVPR, 2021. 6, 7
[57] Zifeng Wu, Chunhua Shen, and Anton van den Hengel. Wider or deeper: Revisiting the resnet model for visual recognition. Pattern Recognition, 2019. 4