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Abstract

This paper presents a unified framework for depth-aware
panoptic segmentation (DPS), which aims to reconstruct 3D
scene with instance-level semantics from one single image.
Prior works address this problem by simply adding a dense
depth regression head to panoptic segmentation (PS) net-
works, resulting in two independent task branches. This ne-
glects the mutually-beneficial relations between these two
tasks, thus failing to exploit handy instance-level seman-
tic cues to boost depth accuracy while also producing sub-
optimal depth maps. To overcome these limitations, we pro-
pose a unified framework for the DPS task by applying a
dynamic convolution technique to both the PS and depth
prediction tasks. Specifically, instead of predicting depth
for all pixels at a time, we generate instance-specific ker-
nels to predict depth and segmentation masks for each in-
stance. Moreover, leveraging the instance-wise depth es-
timation scheme, we add additional instance-level depth
cues to assist with supervising the depth learning via a
new depth loss. Extensive experiments on Cityscapes-DPS
and SemKITTI-DPS show the effectiveness and promise of
our method. We hope our unified solution to DPS can
lead a new paradigm in this area. Code is available at
https://github.com/NaiyuGao/PanopticDepth.

1. Introduction

Depth-aware panoptic segmentation (DPS) is a new chal-
lenging task in scene understanding, attempting to build 3D
scene with instance-level semantic understanding from a
single image. Its goal is to assign each pixel a depth value,
a semantic class label and an instance ID. Thus, solving
this problem involves monocular depth estimation [1] and
panoptic segmentation [2]. Naturally, a straightforward so-
lution to DPS is to add a dense depth regression head to
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Figure 1. Illustration of our unified solution to depth-aware panop-
tic segmentation which requires assigning each pixel in a single
image a depth value, a semantic class label and an instance ID.
Instead of predicting pixel-wise depth, we predict instance-wise
depth by instance-specific convolution kernels, which shares the
same manner of instance mask generation.

panoptic segmentation (PS) networks [3-5], producing a
depth value for each labelled pixel.

This method is intuitive yet sub-optimal. Since it tack-
les the two tasks with two independent branches, it does
not explore the mutually-beneficial relations between them,
especially failing to exploit handy instance-level semantic
cues to boost depth accuracy. We observe that pixels of ad-
jacent instances generally have discontinuous depth. For
examples, two vehicles in a line are likely to have differ-
ent depth. Therefore, it is hard to predict accurate depth for
both vehicles using the same pixel-wise depth regressor. On
the other hand, as indicated by previous works [6-9], con-
sidering that these pixels are of different vehicles, it benefits
the depth estimation if separate regressors are used respec-
tively.

Following the train of thought above, we propose Panop-
ticDepth in this paper, a unified model that predicts the
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mask and depth values in the same instance-wise man-
ner (Figure 1). In contrast to predicting depth values for
all pixels at a time, we manage to estimate depth for each
thing/stuff instance, which also shares the way of generat-
ing instance masks. To this end, we employ the technique
of dynamic convolution [10-13] in producing both instance
masks and depth, which unifies the pipelines of mask gen-
eration and depth estimation.

Specifically, we first generate instance-specific mask and
depth kernels for each instance concurrently, which is sim-
ilar to the method used in [12]. Then, we apply the mask
kernels to the mask embeddings and the depth kernels to
the depth embeddings, producing the mask and depth map
for each instance, respectively. Finally, we merge individ-
ual instance masks into a panoptic segmentation map, fol-
lowing a similar process presented in [14]. According to
the panoptic segmentation results, we then aggregate each
instance’s depth into a whole depth map. As a result, we
get both the panoptic segmentation and depth map for one
image. Figure 2 shows the pipeline.

Our method unifies the depth estimation and panoptic
segmentation approaches via an instance-specific convolu-
tion kernel technique, which also in turn improves the per-
formance on both tasks (Table 3 and Table 5). Thanks to
the dynamic convolution kernel technique [12], the learned
instance depth regressor aggregates not only global context,
but local information, such as instance shapes, scales and
positions, into instance depth prediction. Such information
turns out essential to obtain accurate depth values especially
those at instance boundaries (Figure 3).

Furthermore, in order to ease the depth estimation, in-
spired by Batch Normalization [15], we propose to repre-
sent each instance depth map as a triplet, i.e. a normalized
depth map, a depth range and a depth shift. In general,
depth values of different instances may vary greatly, like
a long vehicle with a length of 70m v.s. a small car with a
length of 4.5m. This large variation in scale may cause dif-
ficulties in learning shared depth embedding. To tackle this
problem, we propose to represent the depth map with the
aforementioned triplet and normalize the values of original
instance depth map to [0, 1]. This improves the learning ef-
fectiveness (Table 3 and Table 5). At the same time, in addi-
tion to the traditional pixel-level depth supervision, we add
instance-level depth statistics based on the new depth map
representation, e.g. the depth shift, to reinforce the depth
supervision. We also propose a corresponding depth loss to
accommodate this new supervision (Sec:3.3.2), which helps
improve the depth prediction.

Through extensive experiments on Cityscapes-DPS [3]
and SemKITTI-DPS [3], we demonstrate the effectiveness
of our unified solution to the depth-aware panoptic segmen-
tation. We hope our unified framework can lead a new
paradigm in this challenging task.

2. Related Work
2.1. Panoptic Segmentation

Panoptic segmentation [2] (PS) is a recently proposed
vision task, which requires generating a coherent scene
segmentation for an image. It unifies the tasks of se-
mantic segmentation and instance segmentation. Early ap-
proaches [14, 16-22] to PS mainly rely on individual se-
mantic segmentation models [23-25] to get pixel-level seg-
mentation for stuff classes and two-stage instance segmen-
tation models [26] to get instance-level segmentation for
things, and then fuse them [2,27] to get the final panoptic
segmentation. Instead of adopting two-stage instance seg-
mentation models, recent works [28—35] attempt to solve
panoptic segmentation in a one-stage manner. Among them,
DeeperLab [30] proposes to solve panoptic segmentation
by predicting key-point and multi-range offset heat-maps,
followed by a grouping process [36]. Similarly, the series
of Panoptic-DeepLab [37-39] predict instance centers as
well as offsets from each pixel to its corresponding cen-
ter. More recently, inspired by the instance-specific kernel
method used in [10, 11,40, 41], some works [12,13,42-44]
start to apply this technique in PS, achieving unified mod-
elling of both stuff and thing segmentation.

In this work, we extend the PS task by predicting addi-
tional depth for each instance, to build a 3D semantic scene.
Similar to [12, 13,42—44], our proposed unified framework
for this problem is also inspired by the instance-specific ker-
nel technique, especially the work [12].

2.2. Monocular Depth Estimation

Monocular depth estimation aims to predict depth from
a single image. Before deep learning era, there have already
been many attempts [45-48]. Recently, a variety of better-
performing methods based on deep networks have been pro-
posed. Laina et al. [49] propose a fully convolutional ar-
chitecture with up-projection blocks for high-dimensional
depth regression, while Li ez al. [50] design a two-streamed
network to predict fine-scaled depth. Besides supervised
learning, other learning techniques have also been explored
to improve depth estimation generalization, including self-
supervised learning [51-55], transfer learning with syn-
thetic images [56, 57], and learning relative depth orders
from web data for depth perception [58—63].

Most aforementioned works predict depth from pixel
perspective, in contrast, our method predicts depth for each
instance, which incorporates instance-level cues into depth
estimation.

Enhance depth with semantic segmentation. There
are works [6-8, 64—66] that attempt to improve monocu-
lar depth estimation with semantic segmentation. Liu et
al. [47] propose to boost depth estimation with semantic
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labels by Markov random fields. Pad-Net [7] leverages in-
termediate depth and segmentation predictions to refine the
final output. Jiao et al. [9] refine depth predictions with
attention-driven loss or task-level interactions. SigNet [8]
integrates semantic segmentation with instance edges to
model depth estimation in an unsupervised manner.

These works show the mutual benefit of simultaneously
conducting depth estimation and semantic segmentation,
but we argue that we can achieve better results if we per-
form instance-wise depth estimation with panoptic segmen-
tation, since we now have instance-level cues to facilitate
depth estimation.

Enhance depth with panoptic segmentation. More re-
cently, some works [3, 5,67, 68] have started to explore the
joint learning of monocular depth estimation and panoptic
segmentation, but most of them utilize panoptic segmenta-
tion to enhance depth just by sharing backbone features [3]
or adding constraints [5, 68]. By contrast, we unify the
panoptic segmentation and instance-wise depth estimation
in one framework through the instance-specific convolution
technique.

Among them, SDC-Depth [67] also explores the idea
of instance-wise depth estimation, but it is different from
our work in many aspects. First of all, our target task is
different from its. The goal of SDC-Depth is just to esti-
mate depth where instance masks is used only to provide
clues for improving the depth map. In contrast, our DPS
task requires producing both high-quality masks and depth
maps, which is more challenging. Besides, we adopt a dif-
ferent instance depth normalization scheme, which allows
us to supervise learning depth estimation with both pixel-
and instance-level cues at the meantime. Finally, our ap-
proach is built upon a dynamic-convolution-based panop-
tic segmentation model [12], which generates more precise
segment boundaries, rather than the two-stage approach em-
ployed in SDC-Depth.

3. PanopticDepth

We propose PanopticDepth, a unified model for depth-
aware panoptic segmentation, which predicts the mask and
depth values in the same instance-wise manner. Apart from
backbone and the feature pyramid network [69], it consists
of three main sub-networks, including a kernel producer for
generating instance classification, instance-specific mask
and depth convolution kernels, a panoptic segmentation
model for generating instance masks, and an instance-wise
depth map generator for estimating instance depths. The
architecture of our networks is shown in Figure 2. We elab-
orate each module in the following sections.

3.1. Kernel Producer

In our system, we first generate instance classification,
mask convolution kernels and depth estimation kernels by

a kernel producer sub-network (upper part of Figure 2).
Our kernel producer is built on the state-of-the-art panop-
tic segmentation model, PanopticFCN [12], which adopts
a dynamic convolution technique for PS but requires less
training time and GPU memory compared to other recent
methods [13,42]. We briefly describe the process of kernel
generation here. For more details please refer to [12].

Given multiple stage FPN features X, our kernel pro-
ducer outputs IV instance classifications, /N mask kernels,
and IV depth kernels. It has two stages, that is, kernel gen-
erator and kernel fusion.

At the kernel generator stage, taking as input a single
stage feature X; from the i-th stage in FPN, the generator
produces a kernel weight map G;, and two position maps
for things L!" and stuff L$! respectively, where each thing
is represented by an object center and stuff by a region.

Given the position maps and kernel weight map from
each FPN stage, at the kernel fusion stage, we merge repet-
itive kernel weights from multiple FPN stages. This is done
through a proposed adaptive kernel fusion (AKF) operation,
which is an improved fusion mechanism over the original
average clustering used in PanopticFCN. Our adaptive fu-
sion mechanism improves 1.2% PQ without introducing ex-
tra parameters. Specifically, to generate a mask kernel K}
for the k-th instance, we compute it through:

(G * Ry)
SRy

where * denotes element-wise multiplication, and R repre-
sents positions with peak scores in L*" for things and posi-
tions with the highest score for corresponding categories in
L for stuff, respectively. Kernels with large cosine simi-
larities are also fused, as done in [12].

For depth kernel generation, the similar process is per-
formed. In this way, given FPN features, our kernel pro-
ducer generates instance classification C' € RN*c mask
kernels K™ € RV*€™ and depth kernels K¢ € RN*¢i,
where c is the number of categories, e”* and e‘f are dimen-
sions of mask and depth kernels, respectively.

Ki' = )]

3.2. Panoptic Segmentation

We adopt an instance-specific kernel method to perform
panoptic segmentation [12]. As shown in the bottom part
of Figure 2, the masks M of thing and stuff instances are
derived by convolving a shared high-resolution mask em-
bedding map E™ € R *H/4xW/4 yith the mask kernels
K™, followed the Sigmoid activation:

M = Sigmoid(K™ @ E™). )

Redundant instance masks are firstly discarded as done in
[14]. After that, all remaining instance masks are merged
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W are the height and width of the input image respectively. N denotes

the number of thing and stuff instances. c is the number of categories. €™, ¢, and ed are embedding dimensions of mask kernels, depth
kernels and the depth embedding map, respectively. ® represents convolution.

with argmax to yield the non-overlapped panoptic seg-
mentation result, so that each pixel is assigned to a thing
or stuff segment, with no pixel labeled as ‘VOID’.

Moreover, we propose an additional training process to
bridge the performance gap between training and testing.
Concretely, we find distant instances are often fused by the
learned model, which is caused by the widely employed im-
age cropping strategy. Some previous works [3, 37] tackle
this problem by directly training models with original res-
olution images, which is effective but increases the GPU
memory footprint dramatically. In contrast, we propose a
more efficient training strategy, i.e., fine-tuning the learned
model at the full image scale, but with a small batch size.
More detailed training process can be found in Subsec-
tion 4.3.

3.3. Instance-wise Depth Estimation

We predict depth for each instance through the same
instance-specific kernel technique used in panoptic segmen-
tation, which unifies the pipelines of depth estimation and
panoptic segmentation. As shown in the middle part of Fig-
ure 2, we first run the depth kernels on the depth embedding
to generate instance depth maps, and then merge these indi-
vidual maps in accordance with the panoptic segmentation
results to yield the final whole depth map. In this section,
we first introduce the depth map generator and then a new
depth loss.

3.3.1 Depth Map Generator

Given instance-specific depth kernels K¢ € RN xef and
the shared depth embedding E¢ € Rea¥H/AxW/4 (we set
e‘f = eg), similar to the instance mask generation process,
we first generate the normalized instance depth map D’
through convolution and Sigmoid activation, and then un-

normalize it to the depth map D through Eq 4 or Eq 5:

D' = Sigmoid(K% ® E%), 3)
Ti(D|D',d",d*) = dipax x (d" x D" +d*), @)
To(D|D',d", d*) = dipax x [d" x (D" = 0.5) +d*], (5)

where dy.x controls the depth scale and is set to 88 to
be consistent with the depth range of Cityscapes-DPS and
SemKITTI-DPS.

The reason why we normalize the depth map is that dif-
ferent instances have widely varied depth ranges, making it
hard to learn effective shared depth embedding. To ease the
learning of depth estimation and inspired by Batch Normal-
ization [15], we predict a normalized depth map D' instead,
which is obtained by normalizing the instance depth map
D with two predicted instance-level depth variables, depth
range d” € R™V*! and depth shift d* € RN*!. They de-
scribe the depth bias and variance of each instance, respec-
tively, and can be derived from high-level features in paral-
lel with depth kernels by simply setting ef = e4 + 2. Note
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that 0 < d° < 1land 0 < d" <1 after Sigmoid activation.

In this way, the normalized depth map D’ only encodes
relative depth values within each instance, and thus can be
more easily learned. Besides, we develop two normaliza-
tion schemes, i.e. Eq. 4 and Eq. 5, and find that the latter
one works better.

After getting all instance depth maps, we aggregate
them into a whole image depth map, according to the non-
overlapped panoptic segmentation masks M. This gener-
ates precise depth values at instance boundaries.

3.3.2 Depth Loss

Following [3], we develop the depth loss function based
on the combination of scale-invariant logarithmic error [70]
and relative squared error [71], both of which are popu-
lar depth metrics and can be directly optimized end-to-end.
Specifically,

~ R 1 R
Laep(d, d) =~ > (logd; —logd;)*

J

1 R
—E(Zlogdj — logdj)2
J

+[ Z(C”;CZJ’)Q]M, ©
J

n .
J

where d and d denote the predicted and the ground-truth
depth, respectively.

Thanks to the instance-wise depth estimation means, we
can now learn the depth prediction under both the traditional
pixel-level supervision and extra instance-level supervision,
which empirically improves the depth accuracy. To enable
the dual supervision, our final depth loss L., includes two

loss terms. One is the pixel-level depth loss LdPep and the

1

other instance-level depth loss L, :

Ldep = Lgep + )‘{iepLéepv (7)

I
where A dep

by default. The pixel-level depth loss Lgep calculates the
depth error between depth predictions and ground truth in-

side each instance:

controls the relative weighting and is set to 1

Lh., = Laep(Daity Danr)- (8)

The instance-level depth loss Léep computes the depth error

between instance depth shift d° and corresponding ground
truth:

Ll., = Laep(d®, d°). )

The minimum and average depth values within each in-
stance mask are employed as ground truths of depth shift
d® in Eq. 4 and Eq. 5, respectively.

4. Experiments
4.1. Datasets

We evaluate our method on Cityscapes [72], Cityscapes-
DPS [3], and SemKITTI-DPS [3] benchmarks. Cityscapes
is a challenging dataset for image segmentation. In this
dataset, 5,000 images of a high resolution 1,024x2,048
are annotated at the high-quality pixel level, and are di-
vided into 2,975, 500, and 1,425 images for training, val-
idation, and testing, respectively. Cityscapes panoptic seg-
mentation benchmark evaluates 8 thing and 11 stuff classes.
Recently, Qiao et al. [3] proposed a depth-aware panop-
tic segmentation dataset Cityscapes-DPS by supplement-
ing Cityscapes with depth annotations, which are computed
from the disparity maps via stereo images. 2,400 and 300
images are annotated for training and validation, respec-
tively. SemKITTI-DPS [3] is converted from cloud points
with semantic annotations in SemKITTI [73], consisting of
19,130 and 4,071 images for training and validataion, re-
spectively.

4.2. Metrics

Metric of PS. The results for panoptic segmentation are
evaluated with the standard Panoptic Quality (PQ) metric,
introduced by Kirillov et al. [2]. The formulation of PQ is:

Zp,geTP IOU(;U, g)
[TP|+ §|FP|+ 5|FN|’

PQ = (10)
where p and g denote the predicted and ground truth seg-
ment, respectively. TP, F'N, and F'P represent matched
pairs of segments (IoU(p,g) > 0.5), unmatched ground
truth segments, and unmatched predicted segments, respec-
tively. PQ of both thing and stuff classes are reported.

Metric of DPS. The evaluation metric for depth-aware
panoptic segmentation is DPQ [3], which quantifies the per-
formance for segmentation and depth estimation simultane-
ously. Specifically, given prediction P, ground-truth P, and
depth threshold A, DPQ" is computed as:

DPQ*(P, P) = PQ(P*, P). (1)

P» = P for pixels that have absolute relative depth errors
under A to filter out pixels that have large absolute relative
depth errors. DPQ is calculated by averaging DPQ* (P, P)
over A = {0.1,0.25,0.5}.

4.3. Implementation

Our models are implemented with PyTorch [78] and the
Detectron2 [79] toolbox. Unless specified, ResNet-50 [80]
with FPN [69] is employed as backbone. The dimension
of mask embeddings E™ is set to 256 following Panop-
ticFCN [12]. The dimension of depth embeddings E¢ is
set to 16.
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Method Backbone Extra Data ‘ PQ PQ™ PQS ‘ PQ [test] PQ™ [test] PQS! [test]
UPSNet [18] R-50 - 593 54.6 62.7 - - -
Seamless R-50 - 59.8 54.6 63.6 - - -
UPSNet [18] R-50 COCO 60.5 57.0 63.0 - - -
SSAPTt [32] R-101 - 61.1 55.0 - 58.9 48.4 66.5
Unifying [22] R-50 - 614 547 663 61.0 52.7 67.1
Panoptic-DeepLab [37] Xcp-71 [74] - 63.0 - - - - -
Panoptic-DeepLabt Xcp-71 - - - - 62.3 52.1 69.7
Baseline, original [12]  R-50 - 614 548 66.6 - - -
Baseline, our impl. R-50 - 624 560 67.1 - - -
+ AKF R-50 - 63.6 57.2 68.1 - - -
+ FSF R-50 - 64.1 58.8 68.1 62.0 55.0 67.1

Table 1. Panoptic segmentation results on Cityscapes validation and test sets. ‘AKF’: adaptive kernel fusion. ‘FSF’: full-scale fine-tuning.

t: test-time augmentation. Results are reported as percentages.

Method Backbone  Extra Data | A=0.5

| A=025 | A=0.1 DPQ

ViP-DeepLabf WR-41[39] MV, CSV |68.7/61.4/74.0]66.5/60.4/71.0|50.5/45.8/53.9]61.9/559/66.3

Ours R-50 -
Ours Swin-T [75] -
Ours Swin-S [75] -

65.6/59.2/70.2162.3/57.0/66.1|43.2/40.7/45.1|57.0/52.3/60.5
66.5/61.0/70.5|64.1/599/67.2|48.6/44.8/51.3|59.7/55.2/63.0
67.4/625/71.0[650/61.4/67.7|48.8/44.2/52.3|60.4/56.0/63.6

Table 2. Depth-aware panoptic segmentation results on Cityscapes-DPS. ‘MV’: Mapillary Vistas [76]. ‘CSV’: Cityscapes videos with
pseudo labels [77]. 1 test-time augmentation. Each cell contains DPQ / DPQ™ / DPQY scores. Results are reported as percentages.

The training details of PS and DPS model are introduced
below, where the trained PS model is used to initialize the
DPS model.

Training details of PS model. The training of panop-
tic segmentation model consists of two steps, where the
first step takes a large mini-batch of small cropped im-
ages, while the second one has a small mini-batch of large
full-scale samples. Specifically, we first train PanopticFCN
model with Adam [81] for 130k iterations using synchro-
nized batch normalization [15]. The learning rate is ini-
tialized as 10~* and the poly schedule with power 0.9 is
adopted. The filters in the first two stages of the back-
bone are fixed in Detectron2 by default, but we find up-
dating these parameters can boost around 0.5% PQ. The
images are resized with random factors in [0.5, 2.0], and
then cropped into 512x 1024. Each mini-batch contains 32
samples. Color augmentation [82] and horizontal flipping
are employed during training. At the second step, we fine-
tune the PS model with images scaled by [1.0, 1.5] and then
cropped into 1024 %2048 for 10k iterations. The batch size
is 8. BN layers and the first two stage layers of the backbone
are fixed in this and following training steps.

Training details of DPS model. We train the entire
model on Cityscapes-DPS for 10k iterations. Images are
resized by [0.8, 1.2] and depth annotations are scaled ac-
cordingly. We put 8 samples in one mini-batch, which are

center-cropped into 1024 x2048. Color augmentation and
horizontal flipping are also employed. On SemKITTI-DPS,
we use the pre-trained model from Cityscapes, but the train-
ing samples are cropped into 384 x 1280 at both pre-training
and fine-tuning steps. Other settings remain the same.

The total training loss is:

L= )\postos + /\segLseg + )\depLdep~ (12)

Lgep is defined in Eq. 7. Ly,,s and L4 are losses for classi-
fication and segmentation separately as described in Panop-
ticFCN [12]. Apos, Aseg» and Agep are set to 1, 4, and 5,
respectively. Training steps for PS and DPS model tasks 46
and 5 hours, respectively, on 8 Nvidia 2080Ti GPUs.

The predictions of our method are obtained by a sin-
gle model and a single inference. No test-time augmen-
tations such as horizontal flipping or multi-scale testing are
adopted.

4.4. Main Results

Panoptic segmentation. The original PanopticFCN [12]
achieves 61.4% PQ on the Cityscapes validation set,
whereas our implementation achieves 62.4% PQ without
introducing extra parameters. With the adaptive kernel fu-
sion mechanism and the full-scale fine-tuning step, our full
model achieves 64.1% PQ. Because the test set annotations
are withheld, we submit the test set results to the online
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Variants | IDE IDN L A=0.5 A=0.25 A=0.1 DPQ
A 64.0/56.8/69.0 | 60.0/52.8/64.8 | 40.8/35.9/44.9 | 54.9/48.5/59.6
B v 63.8/56.4/69.2 | 60.0/52.6/65.4 | 41.0/34.1/46.0 | 54.9/47.7/60.2
C v T 64.9/57.1/70.2 | 61.0/53.2/662 | 42.4/36.5/455 | 56.1/48.9/60.6
D v T 65.0/57.3/70.1 | 60.9/53.2/662 | 42.5/36.7/45.3 | 56.1/49.1/60.5
E Vv T v | 60.0/472/69.2 | 49.5/34.8/60.1 | 29.1/21.3/34.8 | 46.2/34.4/54.7
F v T v | 656/592/70.2 | 62.3/57.0/66.1 | 43.2/40.7/45.1 | 57.0/52.3/60.5

Table 3. Ablation studies on Cityscapes-DPS. ‘IDE’: instance-wise depth estimation.

‘IDN’: instance depth normalization. Each cell

contains DPQ / DPQ™ / DPQ™' scores. Results are reported as percentages.

Methods | RMSE [val]| | RMSE [test]|
MGNet* [62] 8.30 -
Laina et al. [34] - 7.27
Pad-Net [81] - 7.12
Zhang et al. [84] - 7.10
SDC-Depth* [72] - 6.92
Ourst 6.91 6.69

Table 4. Monocular depth estimation results on Cityscapes. I:
methods utilize panoptic segmentation annotations.

Variants | IDE IDN L} | DPQ DPQ™ DPQ™

A 453 414 47.5
B v 458 429 47.5
C v o o T 46.7 45.6 47.6
D v oo T 46.7 455 47.6
E v o T v 1361 351 40.6
F v oo T v 1469 46.0 47.6

Table 5. Ablation studies on SemKITTI-DPS. ‘IDE’: instance-
wise depth estimation. ‘IDN’: instance depth normalization. Re-
sults are reported as percentages.

evaluation server. Results are shown in Table 1. Our method
achieves the highest 55.0% PQ™.

Depth-aware panoptic segmentation. In Table 2, we
compare our method with ViP-DeepLab, which is the only
published work for depth-aware panoptic segmentation. It
achieves a higher performance, however, please note that
extra engineering tricks including pre-training with larger
datasets [76], semi-supervised learning [77], AutoAug [83],
and test-time augmentation are employed in ViP-DeepLab,
which can also be utilized in our method to further improve
the performance.

Monocular depth estimation. To further demonstrate the
superiority of our method over SOTA methods, we report
the results of the monocular depth estimation on Cityscapes.
As shown in Table 4, the proposed approach shows a clear
advantage even compared to methods that boost depth esti-

Pixel-wise
i depth estimation

Instance-wise
depth estimation

Figure 3. Pixel-wise depth estimation outputs smooth values at
the boundary of two instances, whereas instance-wise depth esti-
mation can generate more reasonable discontinuous depth values.

mation with panoptic segmenation annotations.

Visualization results. The panoptic segmentation,
monocular depth estimation, and corresponding 3D point
cloud results can be visualized in Figure 4.

4.5. Ablation Experiments

Influence of adaptive kernel fusion. Unlike Panop-
ticFCN that generates stuff kernels by global average pool-
ing the masked kernel map, our approach adaptively fuses
stuff kernels (Eq. 1), avoiding the interference of varying
stuff region sizes. As shown in Table 1, employing adaptive
kernel fusion (AKF) mechanism improves PQ™ and PQSt
by 1.2% and 1.0%, respectively.

Full-scale fine-tuning. Fine-tuning the learned PS model
with full-scale images (FSF) promotes the ability to distin-
guish distant instances. As shown in Table 1, FSF further
boosts PQ™ by 1.6% to 64.1% PQ.

Instance-wise depth estimation. The comparison of
pixel- and instance-wise depth estimation is quantified with
variant-A and -B in Table 3. Variant-A performs pixel-wise
depth regression by setting the dimension €4 of the depth
embedding map E¢ to 1, achieving 54.9% DPQ. Variant-
B conducts instance-wise depth estimation with dynamic
kernels, which achieves similar performance to variant-A.
However, as shown in Figure 3, pixel-wise depth estima-
tion tends to output smooth values at object boundaries. By
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(a) Input Image

(b) Panoptic segmentation

(¢) Monocular depth estimantion

(d) 3D cloud point

Figure 4. Example predictions of our model. The panoptic segmentation and monocular depth estimation results are predicted from the

input image with a unified model. Best viewed in color and zoom.

contrast, our instance-wise depth prediction method avoids
this and can generate more reasonable discontinuous depth
values at the boundary of two instances.

Instance depth normalization. In Table 3, variant-C and
-D further normalizes the instance depth maps with depth
shift and depth range respectively, as described in Eq. 4 and
Eq. 5. These two variants achieve similar performances but
are about 1.2% DPQ higher than variant-A and -B. This re-
sult demonstrates the effectiveness of leveraging instance
depth statistics for depth estimation.

Instance-level depth loss. As shown in Table 3, variant-E
and -F employs the instance-level depth loss upon variant-
C and -D, in which the depth shift d® is supervised with the
minimum or mean depth value within each instance mask.
Although variant-E drops the performance, variant-F signif-
icantly boosts DPQ™ by 3.2%. This is because the ground
truth depth is noisy, and minimum depth values are sensitive
to noise while mean depth values not.

Results on SemKITTI-DPS. Table 5 shows our proposed
instance-wise depth estimation (variant-F) achieves better
performance again on the dataset of SemKITTI-DPS, espe-
cially for thing instances (46.0% v.s. 41.4% DPQ™), which
is consistent with the results on Cityscapes-DPS (Table 3).

5. Conclusion

In this paper, a unified framework for depth-aware
panoptic segmentation is proposed by predicting the mask
and depth values for each thing/stuff in the same instance-
wise manner. High-level object information is introduced
into the depth estimation by adopting the dynamic ker-
nel technique. Moreover, each instance depth map is nor-
malized with a depth shift and a depth scale to ease the
learning of shared depth embedding. Furthermore, a new
depth loss is proposed to supervise the depth learning with
instance-level depth cues. Experiments on Cityscapes-DPS
and SemKITTI-DPS benchmarks demonstrate the effective-
ness of the proposed approach. We hope our unified solu-
tion to depth-aware panoptic segmentation can lead a new
paradigm in this area.
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