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Abstract

Meta-learning is widely used in few-shot classification
and function regression due to its ability to quickly adapt
to unseen tasks. However, it has not yet been well ex-
plored on regression tasks with high dimensional inputs
such as images. This paper makes two main contributions
that help understand this barely explored area. First, we
design two new types of cross-category level vision regres-
sion tasks, namely object discovery and pose estimation of
unprecedented complexity in the meta-learning domain for
computer vision. To this end, we (i) exhaustively evaluate
common meta-learning techniques on these tasks, and (ii)
quantitatively analyze the effect of various deep learning
techniques commonly used in recent meta-learning algo-
rithms in order to strengthen the generalization capability:
data augmentation, domain randomization, task augmenta-
tion and meta-regularization. Finally, we (iii) provide some
insights and practical recommendations for training meta-
learning algorithms on vision regression tasks. Second,
we propose the addition of functional contrastive learning
(FCL) over the task representations in Conditional Neural
Processes (CNPs) and train in an end-to-end fashion. The
experimental results show that the results of prior work are
misleading as a consequence of a poor choice of the loss
function as well as too small meta-training sets. Specifi-
cally, we find that CNPs outperform MAML on most tasks
without fine-tuning. Furthermore, we observe that naive
task augmentation without a tailored design results in un-
derfitting.

1. Introduction
Humans are able to rapidly learn the fundamentals of

new tasks within minutes of experience based on prior
knowledge. For instance, humans can classify novel ob-
jects by capturing the distinguishable properties (e.g., tex-
tures, shapes and scales) from only a few examples. Meta-
learning is proposed to learn relevant knowledge from var-
ious tasks and generalize to unseen tasks with only a few
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Figure 1. Meta-learning vision regression tasks are designed to i)
identify the queried object from context and predict its position for
target images (Distractor), ii) identify the object’s canonical pose
from context and predict the 1D rotation relative to the canonical
pose for target images (ShapeNet1D), iii) predict the 2D rotation
w.r.t. the canonical pose with random background (ShapeNet2D).
Predictions are performed on unseen objects.

samples. Of the various meta-learning algorithms, MAML-
based models [1–4] and Neural Processes (NPs) [5–8] are
two variants which are receiving increasing attention in the
recent years. Both algorithms try to learn good prior knowl-
edge from related tasks without expanding the learned pa-
rameters or sacrificing efficiency at inference. While these
methods have shown promising results in many domains,
such as few-shot classification [2, 9–12] and hyperparam-
eter optimization [13–15], an extensive study on meta-
learning vision regression tasks has not yet been conducted.
This is in particular true for NPs which have mostly been
investigated on tasks with low-dimensional input such as
function regression or pixel-wise completion [16–19].

In this paper, we make two major contributions to
the largely unexplored area of meta-learning on high-
dimensional input tasks. On the algorithmic level, in-
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spired by SimCLR [20], we propose an improvement to
NPs by employing contrastive learning at the functional
space (FCL) and still train the model in an end-to-end fash-
ion. On the experimental side, we propose two applica-
tion datasets, object discovery and pose estimation, which
are based on high-dimensional inputs and require the meta-
learning models to learn and reason at an image level.

For the first application we create a regression task called
“Distractor” (see Fig. 1), where each image contains two
objects, the queried object and a distractor object, placed
at random positions. The goal of this task is to identify
the queried object and predict its position in the image
plane. Unlike previous tasks such as image completion,
where each pixel is considered as an independent input, our
task requires the model to learn a high-level representation
from the entire image. The second application (i.e., pose
estimation) is inspired by prior work [21–24] on the Pas-
cal1D dataset. As this dataset shows limited object varia-
tions and features only 1D rotation around the azimuth axis,
we generate two new datasets with increasing task diversity,
e.g., by introducing random background, cross-categorical
object variations and 2D rotation. Since the background
is generated from real-world images instead of blank as in
prior work, our datasets significantly increase the task dif-
ficulty and allow us to perform a thorough investigation
of the performance for the considered meta-learning ap-
proaches. Examples of our datasets are shown in Fig. 1
where i) ShapeNet1D contains 1D rotations as in Pascal1D,
however with larger object variations and ii) ShapeNet2D
features 2D rotation and random background.

For both applications, we evaluate the performance
on novel objects at both intra-category (IC) and cross-
category (CC) levels. The results on Distractor show that
our proposed algorithmic improvements significantly in-
crease the performance, indicating our methods can en-
hance the task expressivity. The results on pose estima-
tion demonstrate that meta-learning can successfully be ap-
plied to predict poses of unknown objects, which has a huge
potential in robotic grasping and virtual/augmented reality
(VR/AR).

Prior work [21–24] on Pascal1D also demonstrates that
meta-learning algorithms suffer from overfitting, especially
with limited training data. Our work analyzes the effect
of different techniques commonly adopted in recent meta-
learning methods (i.e., data augmentation, task augmenta-
tion, regularization and domain randomization) on afore-
mentioned datasets. We empirically find that the meta-
learning algorithms employed in our work ultimately lead
to overfitting regardless of dataset size for both applica-
tions. Moreover, our work shows that the results in prior
work [21, 22], where MAML typically performs best for
such tasks, are misleading. In particular, we find Condi-
tional Neural Processes (CNPs) [5] are more flexible and

efficient than MAML in the investigated pose regression
tasks. Additionally, we find that MAML [1] suffers from
underfitting especially on large-scale datasets and depends
heavily on hyperparameter tuning.

The primary contributions of this work can be summa-
rized as follows: (1) We investigate meta-learning algo-
rithms on vision regression tasks and demonstrate their abil-
ity to tackle structured problems. (2) We propose functional
contrastive learning on the task representation of CNPs and
thereby improve its expressivity. (3) We quantitatively an-
alyze various deep learning techniques to alleviate meta
overfitting. Our results rectify misleading conceptions from
prior work, e.g., that MAML performs best for such tasks.
We also present insights and practical recommendations on
designing and implementing meta-learning algorithms on
vision regression tasks.

2. Related Work
Meta-Learning. In meta-learning, also known as learning
to learn, a learning agent gains meta knowledge from
previous learning episodes or different domains and then
uses this acquired knowledge to improve the learning
on future tasks [25]. MAML is an optimization-based
meta-learning method and represents the meta knowledge
as the model parameters, where learning good initial
parameters can enable quick adaptation to new tasks with
only few update steps on a small number of samples [1].
Different from MAML, Neural Processes (NPs) constitute
a class of neural latent variable models and interpret meta-
learning as conditional few-shot function regression [6].
Similar to Gaussian Processes, NPs model distributions
over functions conditioned on contexts [6, 7, 26]. Meta-
learning algorithms have been applied successfully in
low-dimensional function regression [5–7, 16], image com-
pletion [8, 18, 19], few-shot classification [2, 9–12, 27],
reinforcement learning [4, 28–31], and neural architecture
search (NAS) [32–35]. Recent works [3, 21–23] go one
step further and apply meta-learning to pose estimation
using gray-scale images. However, in these studies, the
prediction is restricted to 1D rotation and the employed
loss function is ill-posed as it does not take the periodicity
of rotation into consideration. Moreover, [36] proposes to
improve meta-learning by adding contrastive representation
learning from disjoint context sets. A follow-up work [37]
further extends this idea to time series data by combining
contrastive learning with ConvNP [8]. However, in contrast
to these two methods which need to learn a representation
in a self-supervised way and fine-tune on downstream tasks
subsequently, we use functional contrastive learning (FCL)
between context and target sets and train in an end-to-end
fashion.

Meta Overfitting. It is well-known that meta-learning al-
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gorithms suffer from two notorious types of overfitting:
i) Memorization overfitting occurs when the model only
conditions on the input to predict the output instead of rely-
ing on the context set [21]; ii) Learner overfitting happens
when the prediction model and meta-learner overfit only to
the training tasks and cannot generalize to novel tasks even
though the prediction can condition on the context set [22].
Recently, different methods have been proposed to mitigate
those overfitting issues, e.g., adding a regularization term
on weights to restrict the memorization [21]. However, tun-
ing a regularization term between underfitting and overfit-
ting is challenging [38]. Subsequently, a related work [22]
applied task augmentation which helps both memoriza-
tion and learner overfitting. Meanwhile, [23] proposed
MetaMix and Channel Shuffle to linearly combine features
of context and target sets and replace channels with samples
from different tasks. Furthermore, Ni et al. [24] empiri-
cally showed that data augmentation can also alleviate meta
overfitting. Moreover, they find that employing data aug-
mentation on target set achieves better performance. How-
ever, extensive comparisons on how these methods perform
individually or combinedly are missing. In this work, we
separate these techniques into data augmentation (DA), task
augmentation (TA), meta-regularization (MR) and domain
randomization (DR), and quantitatively compare them in
different combinations on the two aforementioned applica-
tions in order to arrive at a better understanding and consis-
tent comparisons.

3. Study Design
We now briefly describe both MAML and CNP in a uni-

fied way. We assume that all tasks are sampled from the
same distribution p(T ), each task Ti includes a context set
Di

C = {(xC,1, yC,1), ..., (xC,K , yC,K)}i and a target set
Di

T = {(xT,1, yT,1), ..., (xT,M , yT,M )}i where K and M
are the number of samples in each set which could be dif-
ferent for each task. The entire training dataset is denoted
as D = {Di

C ,Di
T }Ni=1 where N is the number of tasks sam-

pled for training. During inference, the model is tested on a
new task T ∗ ∼ p(T ) given a small context set, from which
it has to infer a new function f∗ : (D∗

C , x
∗
T ) → ŷ∗T . In

meta-learning, there are two types of learned parameters,
the first is the meta-parameters θ, which are learned during
a meta-training phase using D. The second is task-specific
parameters ϕ∗ which are updated based on samples from a
new task D∗

C conditioned on the learned meta-parameters θ.
Predictions can be constructed as ŷ∗T = fθ,ϕ∗(x∗

T ), where f
is the meta-model parameterized by θ and ϕ∗.

MAML considers both θ and ϕ∗ as weights of neural
networks while CNP considers only θ as neural weights.
Different from MAML, which updates ϕ∗ by gradient op-
timization on the new task samples, CNP takes ϕ∗ as task
representation and predicts it from the context set as ϕ∗ =

⊕K
i=1 hθ(x

∗
C,i, y

∗
C,i). Here

⊕
is a permutation invariant

operator, h is an encoder parameterized by θ. Subsequently,
a decoder gθ will take ϕ∗ as an additional input and output
ŷ∗T = gθ(x

∗
T , ϕ

∗). Note that meta-parameters θ are fixed
after meta-training phase, therefore CNPs don’t not require
any fine-tuning as MAML.

3.1. Problem Setting

In this paper, we consider two types of image-based re-
gression tasks, namely object discovery and pose estima-
tion. First, we propose a non-trivial object discovery task
called Distractor, which is only used for evaluating CNP
variants. In contrast to existing object detection tasks [39–
42] that are designed to specify all object instances from
an input image, our task aims to i) distinguish the queried
object from other distractors and additionally ii) predict its
2D location in the image plane. Therefore, it is essential
to learn a distinctive embedding ϕ∗ that can represent var-
ious queried objects given their associated context images
{x∗

C,i}Ki=1 and corresponding positions {y∗C,i}Ki=1. Note
that the distractors are sampled randomly from all cate-
gories and in many cases their appearances closely resemble
the queried object. Hence, it is expected that aggregating
multiple context pairs helps extracting expressive informa-
tion to disambiguate the tasks and thus improve the perfor-
mance.

The second task, pose estimation, is evaluated on three
datasets, namely Pascal1D, ShapeNet1D and ShapeNet2D
with incremental difficulty, caused e.g., by extending in-
ference to unseen cross-category objects, adding random
backgrounds and extending 1D rotations to 2D rotations.
Note that in this task, each object has a random canonical
pose, which has to be learned from a context set D∗

C where
{y∗C,i}Ki=1 are the ground-truth rotations of context images
{x∗

C,i}Ki=1.
We use these tasks for an exhaustive evaluation of meta-

learning algorithms: i) We evaluate the performance of
CNPs using different aggregation operators, i.e., mean [5],
max, bayesian aggregation (BA) [43] and cross-attention
(CA) [7]. ii) We evaluate MAML on Pascal1D and
ShapeNet1D following [21, 22] and compare it with dif-
ferent CNP variants. iii) Furthermore, we investigate meta
overfitting with respect to different choices, e.g., augmenta-
tions, regularization, aggregation operators and task proper-
ties. iv) Moreover, we combine functional contrastive learn-
ing (FCL) with CNPs and compare it with original CNPs.

3.2. Datasets

We generate Distractor that contains 12 object cate-
gories from ShapeNetCoreV2 [44], where each category
includes 1000 randomly sampled objects. For each object
we create 36 128 × 128 gray-scale images, containing two
objects with random azimuth rotation and 2D position (see
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Fig. 1). The data generation is based on an extended version
of a prior open-source pipeline [26]. We choose 10 cate-
gories for training, where we reserve 20% of the data for
intra-category (IC) evaluation. The remaining 2 categories
are only used for cross-category (CC) evaluation. The sec-
ond dataset, Pascal1D [21], contains 65 objects from 10
categories. We randomly select 50 objects for training and
the other 15 objects for testing. 100 128 × 128 gray-scale
images are rendered for each object with a random rota-
tion in azimuth angle normalized between [0, 10]. Since the
performance is limited due to the size of the dataset, we
generate a larger dataset, ShapeNet1D which includes 30
categories. 27 of these are used during training and IC eval-
uation, the other 3 categories are used for CC evaluation.
For each training category, we randomly sample 50 objects
for training and 10 for IC evaluation while CC evaluation
is performed on 20 objects for each unseen category. To
further increase the task difficulty, we create ShapeNet2D
which includes 2D rotations. We restrict the azimuth an-
gles to the range [0◦, 180◦] in order to reduce the effect
of symmetric ambiguity while elevations are restricted to
[0◦, 30◦]. Furthermore, we use RGB images and employ
randomly sampled real-world images from SUN2012 [45]
as background instead of static background.

3.3. Data Augmentation, Domain Randomization,
Task Augmentation and Meta Regularization

Data Augmentation (DA). We use standard image aug-
mentation tecnniques in our work, i.e., Dropout and Affine
for all tasks, and an additional CropAndPad for all pose re-
gression tasks. Furthermore, we employ Contrast, Bright-
ness and Blur for ShapeNet2D. Details are presented in ??.

Domain Randomization (DR). For ShapeNet2D, we
additionally employ DR [46] by regenerating background
images for all training data after every 2k training iterations
while the data used for evaluation remain the same.

Task Augmentation (TA). Task augmentation adds ran-
domness to each task in order to encourage the meta-learner
to learn non-trivial solutions instead of simply memoriz-
ing the training tasks. Following [22], we sample random
noise ϵ(t) from a discrete set for each task and create new
tasks by adding the noise to the regression targets: D(t)

C =

{x(t)
C,i, y

(t)
C,i + ϵ(t)}Ki=1 and D

(t)
T = {x(t)

T,i, y
(t)
T,i + ϵ(t)}Mi=1.

Specifically, we sample 2D position noise from a discrete
set ϵ ∈ {0, 1, 2, ..., 16}2 for Distractor. For Pascal1D, we
use the same noise set {0., 0.25, 0.5, 0.75} as proposed in
[21, 22] while {0., 0.125, 0.25, ..., 2} for ShapeNet1D. In
ShapeNet2D, we first only add random noise in the az-
imuth angle from the discrete set {−10◦,−9◦, ..., 20◦} and
in a second step add additional elevation noise from the set
{−5◦,−4◦, ..., 10◦} for further comparison.

Meta Regularization (MR). Following Yin et al. [21],
we employ MR on the weights θ of the neural networks.

Furthermore, we find that it is crucial to fine-tune the coef-
ficient β which modulates the regularizer and task informa-
tion stored in the meta-parameters θ. In our experiments,
we use β = 1e−4 for Pascal1D, 1e−7 for ShapeNet1D and
ShapeNet2D. More details about MR are presented in ??.

3.4. Functional Contrastive Learning (FCL)

The representations learned by CNP are invariant under
permutation of the elements within a given context set. This
property is achieved by a permutation invariant aggregation
mechanism, e.g., max aggregation. However, another de-
sirable property of the representation is invariance across
context sets of the same task. In particular, the represen-
tations of different context sets belonging to the same task
should be close to each other in the embedding space, while
representations of different tasks should be farther apart. To
achieve this, we add an additional contrastive loss at the
functional space and train the model in an end-to-end fash-
ion. The contrastive cross-entropy loss is defined as fol-
lows [20]:

LFCL = − 2

N

N∑
t=1

log
exp(sim(ϕ

(t)
C · ϕ(t)

T )/τ)

D(ϕ
(t)
C )D(ϕ

(t)
T )

, (1)

where N denotes the number of tasks per batch. (ϕ(t)
C , ϕ

(t)
T )

denotes a positive pair of latent representations of a
given task obtained from context and target set respec-
tively. More specifically, the pairs are obtained via max
aggregation ϕ

(t)
C = max(r

(t)
C,1, . . . , r

(t)
C,K) and ϕ

(t)
T =

max(r
(t)
T,1, . . . , r

(t)
T,M ), where K denotes the number of con-

text pairs per task and M the number of target pairs per
task. max returns the element-wise maximum over the la-
tent variables ri = hθ(xi, yi) which are output by the en-
coder network hθ for each context pair (xi, yi). τ is a tem-
perature parameter, which is crucial for learning good rep-
resentations (details are presented in ??). sim(·) is the co-
sine similarity and D(ϕt

i) sums the similarity of all positive
and negative pairs for ϕt

i:

D(ϕt
i) =

N∑
k=1

∑
j∈{C,T}

1[{k ̸=t}∨{j ̸=i}] exp(
sim(ϕt

i · ϕk
j )

τ
),

(2)
where 1[{k ̸=t}∨{j ̸=i}] ∈ {0, 1} is an indicator evaluating
to 1 only if the representations are sampled from different
tasks or different sets. The log-value in Eq. (1) can be in-
terpreted as the weighted importance of the positive pair.
Therefore, this loss function encourages the model to ob-
tain large similarity for positive pairs and small for negative
pairs.

3.5. Objective Functions and Evaluation Metrics

Pascal1D. Following prior work [21–23] we conduct
experiments using the MSE score between predicted
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and ground-truth azimuth rotation for both training and
evaluation. However, this loss function does not take the
ambiguity of coterminal angles into account. Hence, it
can hamper the training process, e.g., predicting 359◦

for a ground-truth angle of 0◦ incurs a higher loss than
predicting 180◦. Nevertheless, we follow the same setup to
obtain a fair comparison to prior works.

ShapeNet1D. Instead of using MSE score, we use the
“cosine-sine-loss” for training and a prediction error defined
in terms of the angular degree for evaluation. The loss of a
single sample is defined as:

L = | cos (y)− cos (y∗)|2 + | sin (y)− sin (y∗)|2, (3)

where y∗ is the ground-truth rotation and y the predicted
rotation. The prediction error used for evaluation is defined
as follows:

E = min{Ey+,y∗ , Ey−,y∗ , Ey,y∗}, (4)

where

Ey±,y∗ = |y ± 360− y∗|, Ey,y∗ = |y − y∗|.

ShapeNet2D. We represent the 2D rotation as quaternion in
both training and evaluation. The loss of a single sample is
accordingly defined as follows:

L = min

{∣∣∣∣q∗ − q

∥q∥

∣∣∣∣ , ∣∣∣∣q∗ − −q

∥q∥

∣∣∣∣} , (5)

where q∗ denotes the ground-truth unit quaternion and q
denotes the predicted quaternion. We empirically find that
using this objective function achieves a better performance
than constraining the scalar part of q to be positive. We
hypothesize that enforcing the scalar constraint breaks the
continuity of the rotation representation and therefore ham-
pers training.

4. Experiments
In this section we present experimental results1, perform

a thorough analysis and provide insights and recommenda-
tions. Instead of presenting the results following the task
sequence, we structure this section by different algorithmic
choices and perform a systematic comparison over all tasks
by raising different questions. ?? provides visualization ex-
amples of different tasks.

MAML or CNPs? We compare MAML and CNPs on
two pose estimation datasets, Pascal1D and ShapeNet1D.

1Codes and data are available at https://github.com/
boschresearch/what-matters-for-meta-learning

Methods Mean Max BA CA MaxFCL

No Aug 6.02 5.11 4.63 5.13 3.70
6.89 6.17 5.91 6.39 4.61

DA 2.67 2.45 2.44 2.65 2.00
4.10 3.75 3.97 4.08 3.05

TA 6.29 6.18 6.33 6.32 5.45
7.19 7.04 7.02 7.02 6.66

TA+DA 3.20 3.09 2.65 3.05 2.60
6.07 5.14 4.67 4.98 3.90

Table 1. Prediction error (pixel) on euclidean distance in the 2D
image plane for Distractor. Different aggregation methods and
augmentations are employed. The first row shows results for intra-
category (IC) evaluations, the second row for cross-category (CC).

Methods MAML CNP (Mean) CNP (CA)

No Aug 1.69 (0.22) 5.28 (0.51) 4.66 (0.74)
MR 1.90 (0.27) 2.96 (0.21) 3.33 (0.27)
TA 1.02 (0.06) 1.98 (0.22) 1.36 (0.25)
DA 2.10 (0.09) 3.69 (0.13) 2.90 (0.03)
TA+DA 1.31 (0.14) 2.29 (0.19) 1.77 (0.33)

Table 2. Pascal1D pose estimation error. MSE and standard devi-
ations are calculated with 5 random seeds.

Methods MAML CNP (Max) CNP (CA)

No Aug 25.27 14.97 (0.37) 8.19 (0.30)
21.63 18.09 (0.21) 9.13 (0.18)

MR 13.23 12.71 (0.26) 8.87 (0.36)
16.55 14.77 (0.35) 8.43 (0.39)

TA 23.01 10.89 (0.27) 7.92 (0.25)
20.59 14.43 (0.55) 9.18 (0.50)

DA 14.69 8.64 (0.21) 6.24 (0.15)
16.02 9.87 (0.35) 6.54 (0.19)

TA+DA 17.96 7.66 (0.18) 5.81 (0.23)
18.79 8.66 (0.19) 6.23 (0.12)

TA+DA+FCL − 7.82 (0.08) 6.44 (0.36)
− 8.84 (0.04) 6.74 (0.20)

TA+DA+MR 13.45 10.54 (0.37) 8.28 (0.17)
14.44 10.76 (0.30) 8.04 (0.10)

Table 3. ShapeNet1D pose estimation error(◦). Results are cal-
culated with 5 random seeds except for MAML. The first row
presents results for IC and the second row for CC.

We obtain similar results as [21, 22] on Pascal1D, where
MAML performs better than CNPs and the latter shows
more severe overfitting (see Tab. 2). However, Tab. 3
illustrates that both CNP variants outperform MAML with
a large margin on ShapeNet1D. It is good to note that, the
prediction errors of all methods in Tab. 2 after denormal-
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(a) Distractor (b) ShapeNet2D (c) Distractor (d) ShapeNet1D

Figure 2. (a) CNP Prediction error (pixel) vs context number for the Distractor task using Max aggregation and Max + FCL (MaxFCL).
Results are evaluated on novel objects from both intra-category (IC) and unseen cross-category (CC) levels. (b) CNP (CA) Prediction error
vs context number for ShapeNet2D using DA + TA. (c) We compare a classical object detection method and CNP (Max) using same dataset
for training on Distractor. The classical model is further fine-tuned on each new task. The results are shown in dependence of the number
of images used for fine-tuning or as context set.(d) Prediction error between the fine-tuned model and CNP (CA) on ShapeNet1D.

izing are larger than 30◦, indicating the experiments of
prior work on Pascal1D simply used too little meta-data to
make informative conclusions about the quality of different
algorithms. Our interpretation is that MAML tries to learn
a good initial prior (global optimum) which needs to be op-
timized on each specific task (fine-tuned optimum) within
few samples and updates. On small datasets, MAML
can easily find a global optimum that satisfies all the
training tasks. At the same time MAML also overfits less,
since the fine-tuning from global to fine-tuned optimum
happens during inference time. However, finding a global
optimum is getting difficult for large-scale datasets due to
the increasing task diversity. Consequently, more samples
and updates are necessary to fine-tune the task-specific
parameters ϕ (see Sec. 3), which also explains why MAML
is sensitive to hyperparameter tuning [47]. Furthermore,
MAML shows much longer training times than CNPs,
which limits us to conduct exhaustive comparisons on more
complicated tasks such as Distractor or ShapeNet2D. In
contrast, CNPs use the local parameterization ϕ as a fixed
dimensional output of the encoder, which forces the model
to learn an informative low-rank representation from the
contexts. Meanwhile, increasing data and task diversity
will encourage the model to extract more expressive and
mutual-exclusive task representations.

DA, DR, TA or MR? From the results of different exper-
iments presented in Tab. 1, Tab. 2, Tab. 3 and Tab. 4, it is
obvious that DA improves the performance across all tasks
and methods. Tab. 4 also shows the importance of DR on
ShapeNet2D which cannot be simply compensated by DA.
TA hinders the performance on Distractor but benefits all
pose regression tasks. The reason for this is that, for Dis-
tractor, TA increases task complexity by shifting the origin
of the image plain by the sampled noise, thus creating N2

copies of the original task, where N = 16 is the number
of non-zero elements in the noise set. However, since
these task copies live in independent coordinate frames, the

Methods IC (1e−2) CC (1e−2)

None 38.33 (0.33) 39.81 (0.31)
DR 18.67 (0.13) 20.05 (0.12)
DR+MR 27.89 (0.61) 28.99 (0.46)
DR+TAazi 16.94 (0.13) 18.42 (0.26)
DR+TAazi+ele 16.62 (0.12) 17.76 (0.35)
DA 19.32 (0.09) 17.98 (0.09)
DR+DA 14.26 (0.09) 13.91 (0.14)
DR+DA+TAazi+ele 14.12 (0.14) 13.59 (0.10)
DR+DA+TAazi+ele + FCL 14.01 (0.09) 13.32 (0.18)

Table 4. Comparison of different augmentation techniques on
ShapeNet2D. Results are calculated with 3 random seeds using
CNP (CA) as baseline.

increased task diversity is irrelevant to the original task. For
pose regression tasks, by contrast, TA augments the canon-
ical poses of the existing data, which coherently benefits
the original task as the augmented canonical poses remain
in the coordinate frame of the original task. Therefore,
even though TA increases the cross-entropy H(Y |X) for
both cases as demanded in [22], only the pose regression
tasks gain additional benefits. MR results in underfitting
as combining MR with augmentations leads to worse
performance than using the same augmentations alone
for both ShapeNet1D and ShapeNet2D (see Tab. 3 and
Tab. 4). Furthermore, MR requires extensive fine-tuning on
the regularization parameter β (see Sec. 3.3) to modulate
between underfitting and overfitting.

Effect of the context set size in CNPs. We compare
the prediction error w.r.t. the size of the context set for
Distractor (see Fig. 2a) and ShapeNet2D (see Fig. 2b).
Both figures show that increasing the context set size
benefits the performance, indicating that both Max and CA
aggregations can merge useful information from different
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Methods CAS CAM CAL MaxS MaxM MaxL

No Aug 18.60 (0.78) 12.08 (0.44) 8.19 (0.30) 30.44 (0.82) 18.86 (0.34) 14.97 (0.37)
19.95 (1.08) 12.62 (0.87) 9.13 (0.18) 30.59 (1.14) 21.78 (0.47) 18.09 (0.21)

TA 18.69 (0.87) 10.70 (0.98) 7.92 (0.25) 21.67 (0.66) 13.69 (0.27) 10.89 (0.27)
19.24 (0.79) 12.05 (0.73) 9.18 (0.50) 23.60 (0.88) 16.76 (0.62) 14.43 (0.55)

TA+DA 7.86 (0.21) 6.32 (0.11) 5.81 (0.23) 11.00 (0.16) 8.23 (0.34) 7.66 (0.18)
7.49 (0.35) 6.48 (0.41) 6.23 (0.12) 12.98 (0.48) 9.65 (0.40) 8.66 (0.19)

Table 5. Performance on ShapeNet1D using small (S), medium (M) and large (L) training dataset sizes for CNP with cross-attention (CA)
and Max aggregation. The first row presents results for intra-category (IC) and the second row for cross-category (CC) evaluation. MSE
and standard deviations are calculated with 5 random seeds.

context pairs and thereby reduce the task ambiguity. In
addition, we find that the model can further improve the
performance given the size of context set surpasses the
maximum number used for training (15 for both tasks).
In particular, there is a small performance gap between
intra- and cross-category evaluation for Distractor which
is however absent for ShapeNet2D. We believe this indi-
cates that Distractor has more task ambiguity than pose
estimation and thus explains why Distractor gains more
benefits from FCL than ShapeNet2D (see Tab. 1 and Tab. 4).

CNPs vs pretrained models. It is a common practice
in vision task to pretrain a model on a large-scale dataset
(e.g., ImageNet [48]) in order to obtain good prior features
and reduce training time. To conduct a fair comparison of
this approach to our model regarding data efficiency, we
first pretrain a classical object detection model jointly over
all tasks using the same training data as for CNPs. After
training has finished, we fine-tune the pretrained model fur-
ther on each specific new task using different numbers of
images. Results are shown in Fig. 2c for Distractor and
Fig. 2d for ShapeNet1D, where the horizontal axis denotes
the number of images used for fine-tuning or as contexts for
CNPs, respectively. Both figures show that CNPs outper-
form the pretrained model especially for small numbers of
contexts. In the Distractor task, CNP (Max) outperforms the
fine-tuned model with a large margin after 25 context im-
ages are given. Note that CNPs are capable of transferring
to various tasks simultaneously. In contrast, the pretrained
model requires separate tuning on each given task, which
results in a decreased performance on prior learning tasks.

Which aggregation methods should I use? Cross-
attention (CA) performs better than mean aggregation on
Pascal1D (see Tab. 2) and Max on ShapeNet1D (see Tab. 3),
while it achieves a similar performance to Max aggregation
and BA on ShapeNet2D (see Tab. 6). In contrast, mean ag-
gregation used in the original CNP performs the worst on
both Pascal1D and ShapeNet2D. Our interpretation is that
Mean assigns the same importance to each context while the

Methods IC (1e−2) CC (1e−2)

CNP+Mean 15.04 (0.08) 15.45 (0.13)
CNP+Max 14.20 (0.06) 13.56 (0.28)
CNP+BA 14.16 (0.08) 13.56 (0.18)
CNP+CA 14.12 (0.14) 13.59 (0.10)

Table 6. Comparison of aggregation methods on ShapeNet2D us-
ing DR+DA+TA. Results are calculated with 3 random seeds.

other aggregation operators can allocate different weights.
Max assigns a weight of one to a context and zero to all
others for each dimension of the representation while BA
assigns the weights predicted by another neural network.
Meanwhile, CA assigns importance by comparing the sim-
ilarity between context inputs {xi

C}Ki=1 and target input xT

at the feature space.
Furthermore, we find that CA achieves competitive

results on all pose estimation tasks but performs slightly
worse than BA and Max on Distractor (see Tab. 1) though
still better than mean aggregation. This indicates that
CA helps in learning representations for object-centric
images. Distractor, however, contains objects with random
locations, requiring the model to disregard positional
information. Methods like CA, which compare similarity
between contexts and target over feature space, face
inherent difficulties on Distractor. This is due to the fact
that CNNs, owing to their translational equivariant nature,
are prone to encode some positional information into
the extracted image features. Consequently, CA, which
compares the similarity directly on this feature space,
inevitably forces the model to focus on positional simi-
larity, which leads to a suboptimal allocation of importance.

How much meta-data is essential? We split the training
data of ShapeNet1D into subsets of three different sizes,
with 10 objects per category for the small dataset (S), 30
objects per category for the medium dataset (M) and 50 for
the large dataset (L). Afterwards, we test the performance
of CNP with Max aggregation and CA on each of them.
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The results in Tab. 5 show that Max overfits on the small
dataset by simply memorizing all training tasks while CA
works much better. Moreover, CA trained on small dataset
achieves a comparable performance with Max on large
dataset after using TA and DA, and even outperforms Max
on the cross-category level. Thus, we conclude that using
CA in combination with augmentation techniques can
drastically alleviate the overfitting problem and therefore
requires less meta-data on object-centric vision tasks
than Max. In contrast, MAML performs much worse on
ShapeNet1D (L) (see Tab. 3) than CNPs and thus hardly
profits from an increased dataset.

Data augmentation. Tab. 7 shows the effect of each in-
dividual data augmentation technique (see Sec. 3.3) on
ShapeNet2D. The first row contains results obtained with
all techniques applied jointly. In the other rows, one of the
techniques is removed respectively. We find that removing
Affine leads to the worst performance which indicates that
object-centric pose regression tasks are more sensitive to
scale. On the other hand, omitting CropAndPad even leads
to an performance increase.

Methods Val Test

All 0.1417 0.1410
w/o CropAndPad 0.1412 0.1368
w/o Affine 0.1623 0.1743
w/o Dropout 0.1452 0.1445
w/o Contrast 0.1482 0.1406
w/o Brightness 0.1454 0.1380
w/o Blur 0.1426 0.1422

Table 7. Comparison of different data augmentation techniques on
ShapeNet2D using CNP (CA) + DR as baseline.

Methods IC CC

Same Ctx 2.30 (0.04) 3.46 (0.06)
Diff Ctx 2.16 (0.05) 3.25 (0.05)
Ctx & Target 2.00 (0.02) 3.05 (0.08)

Table 8. Analysis of FCL + CNP on different choices of positive
pairs using: i) the same context set with different augmentations
(Same Ctx), ii) different context sets from the same task (Diff Ctx),
iii) context and target sets (Ctx & Target). Prediction error (pixel)
is calculated with 3 random seeds.

Does FCL improve CNPs? Tab. 1 shows the evaluation
on Distractor using different aggregation methods where
MaxFCL denotes Max aggregation with FCL. Modulating
task representation by functional contrastive learning
(FCL) alleviates meta overfitting across all augmentation

levels and thus achieves a significant improvement in
performance. Fig. 2a further compares the performance of
Max and MaxFCL for different context set sizes, showing
that our methods can differentiate the queried object
and distractors well, even for very small context sets.
Furthermore, we investigate the influence of FCL on the
predicted task representations over all 12 categories using
different clustering metrics, where the results show that
FCL leads to a more dispersed latent distribution compared
to the original CNPs, which can improve generalization
capability to unseen tasks. T-SNE visualizations of the task
representations along with the results of cluster metrics are
provided in ??.

FCL on different sets. We compare FCL on three choices
of positive pairs: i) We use the same context set but with
different data augmentations. ii) We use different context
sets sampled from the same task. iii) We use context and
target sets from the same task. We test the performance on
Distractor using Max aggregation and DA. For each choice,
we run three experiments with different seeds and present
the average performance in Tab. 8. Compared to Tab. 1, all
three choices consistently outperform CNP (Max) while
using FCL on context and target sets achieves the best
performance.

Limitations. Since meta-learning algorithms are data-
driven methods, generalization depends on the diversity of
training tasks. However, the augmentation methods used in
our work are limited in their capability of creating new and
diverse training tasks. Therefore, using a generative model
to enrich training data could be one possibility to achieve
higher diversity. Furthermore, concerning the class of NPs,
we restricted ourselves to the deterministic CNPs in the ex-
periments since we empirically found that using stochastic
variants such as [6] does not benefit our tasks. We leave
an in-depth exploration of stochastic NPs on vision tasks to
future work.

5. Conclusion
In this paper, we investigate MAML and CNPs on sev-

eral image-level regression tasks and analyze the impor-
tance of different choices in mitigating meta overfitting.
Furthermore, we provide insights and practical recommen-
dations of different algorithmic choices for CNPs with re-
spect to various task settings. In addition, we combine
CNPs with functional contrastive learning in task space and
train in an end-to-end manner, which significantly improves
the task expressivity of CNPs. We believe that our work can
lay the basis for future work on designing and implementing
meta-learning algorithms in image-based regression tasks.
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