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Abstract

Currently, many theoretical as well as practically relevant questions towards the transferability and robustness of Convolutional Neural Networks (CNNs) remain unsolved. While ongoing research efforts are engaging these problems from various angles, in most computer vision related cases these approaches can be generalized to investigations of the effects of distribution shifts in image data. In this context, we propose to study the shifts in the learned weights of trained CNN models. Here we focus on the properties of the distributions of dominantly used $3 \times 3$ convolution filter kernels. We collected and publicly provide a dataset with over 1.4 billion filters from hundreds of trained CNNs, using a wide range of datasets, architectures, and vision tasks. In a first use case of the proposed dataset, we can show highly relevant properties of many publicly available pre-trained models for practical applications: I) We analyze distribution shifts (or the lack thereof) between trained filters along different axes of meta-parameters, like visual category of the dataset, task, architecture, or layer depth. Based on these results, we conclude that model pre-training can succeed on arbitrary datasets if they meet size and variance conditions. II) We show that many pre-trained models contain degenerated filters which make them less robust and less suitable for fine-tuning on target applications.

Data & Project website: https://github.com/paulgavrikov/cnn-filter-db

1. Introduction

Despite their overwhelming success in the application to various vision tasks, the practical deployment of convolutional neural networks (CNNs) is still suffering from several inherent drawbacks. Two prominent examples are I) the dependence on very large amounts of annotated training data [1], which is not available for all target domains and is expensive to generate; and II) still widely unsolved problems with the robustness and generalization abilities of CNNs [2] towards shifts of the input data distributions. One can argue that both problems are strongly related, since a common practical solution to I) is the fine-tuning [3] of pre-trained models by small datasets from the actual target domain. This results in the challenge to find suitable pre-trained models based on data distributions that are “as close as possible” to the target distributions. Hence, both cases (I+II) imply the need to model and observe distribution shifts in the contexts of CNNs.

In this paper, we propose not to investigate these shifts in the input (image) domain, but rather in the 2D filter-kernel distributions of the CNNs themselves. We argue that e.g. the distributions of trained convolutional filters in a CNN, which implicitly reflect the sub-distributions of the input image data, are more suitable and easier accessible representations for this task. In order to foster systematic investigations of learned filters, we collected and publicly provide a dataset of over 1.4 billion filters with meta data from hundreds of trained CNNs, using a wide range of data sets, architectures, and vision tasks. To show the scientific value...
of this new data source, we conduct a first analysis and report a series of novel insights into widely used CNN models. Based on our presented methods we show that many publicly provided models suffer from degeneration. We show that overparameterization leads to sparse and/or non-diverse filters (Fig. 1), while robust training increases filter diversity, and reduces sparsity. Our results also show that learned filters do not significantly differ across models trained for various tasks, except for extreme outliers such as GAN-Discriminators. Models trained on datasets of different visual categories do not significantly drift either. Most shifts in studied models are due to degeneration, rather than an actual difference in structure. Therefore, our results imply that pre-training can be performed independent of the actual target data, and only the amount of training data and its diversity matters. This is inline with recent findings that models can be pre-trained even with images of fractals [4]. For classification models we show that the most variance in learned filters is found in the beginning and end of the model, while object/face detection models only show significant variance in early layers. Also, the most specialized filters are found in the last layers. We summarize our key contributions as follows:

- Publication of a diverse database of over 1.4B $3 \times 3$ convolution filters alongside with relevant meta information of the extracted filters and models [5].
- Presentation of a data-agnostic method based on sparsity and entropy of filters to find “degenerated” convolution layers due to overparameterization or non-convergence of trained CNN models.
- Showing that publicly available models often contain degenerated layers and can therefore be questionable candidates for transfer tasks.
- Analysis of distribution shifts in filters over various groups, providing insights that formed filters are fairly similar across a wide-range of examined groups.
- Showing that the model-to-model shifts that exist in classification models are, contrary to the predominant opinion, not only seen in deeper layers but also in the first layers.

Paper organization. We give an overview of our dataset and its collection process in Sec. 3, followed by an introduction of methods studying filter structure, distributions shifts, and layer degeneration such as randomness, low variance in filter structure, and high sparsity of filters. Then in Sec. 4 we apply these methods to our collected data. We show the impact of overparameterization and robust training on filter degeneration and provide intuitions for threshold finding. Then we analyze filter structures by determining a suitable filter basis and looking into reproducibility of filters in training, filter formation during training, and an analysis of distribution shifts for various dimensions of the collected meta-data. We discuss limitations of our approach in Sec. 5 and, finally, draw conclusions in Sec. 6.

2. Related Work

We are unaware of any systematic, large scale analysis of learned filters across a wide range of datasets, architectures and task such as the one performed in this paper. However, there are of course several partially overlapping aspects of our analysis that have been covered in related works:

Filter analysis. An extensive analysis of features, connections, and their organization extracted from trained InceptionV1 [6] models was presented in [7–15]. The authors claim different CNNs will form similar features and circuits even when trained for different tasks.

Transfer learning. A survey on transfer learning for image classification CNNs can be found in [16] and general surveys for other tasks and domains are available in [17, 18]. The authors of [19] studied learned filter representations in ImageNet1k classification models and presented the first approaches towards transfer learning. They argued that different CNNs will form similar filters in early layers which will mostly resemble gabor-filters and color-blobs, while deeper layers will capture specifics of the dataset by forming increasingly specialized filters. [20] captured convolution filter pattern distributions with Gaussian Mixture Models to achieve cross-architecture transfer learning. [21] demonstrated that convolutions filters can be replaced by a fixed filter basis that $1 \times 1$ convolution layers blend.

Pruning criteria. Although we do not attempt pruning, our work overlaps with pruning techniques as they commonly rely on estimation criteria to understand which parameters to compress. These either rely on data-driven computation of a forward-pass [22–26], or backward-propagation [27, 28], or estimate importance solely based on the numerical weight (typically any $\ell$-norm) of the parameters [29–33].

CNN distribution shifts. A benchmark for distribution shifts that arise in real-world applications is provided in [34] and [35] measured robustness to natural distribution shifts of 204 ImageNet1k models. The authors concluded that robustness to real-world shifts is low. Lastly, [36] studied the correlation between transfer performance and distribution shifts of image classification models and find that increasing training set and model capacity increases robustness to distribution shifts.

3. Methods

3.1. Collecting filters

We collected a total of 647 publicly available CNN models from [37–39] and other sources that have been pre-
trained for various 2D visual tasks\textsuperscript{1}. In order to provide a heterogeneous and diverse representation of convolution filters “in the wild”, we retrieved pre-trained models for 11 different tasks e.g. such as classification, segmentation and image generation. We also recorded various metadata such as depth and frequency of included operations for each model, and manually categorized the variety of used training sets into 16 visually distinctive groups like natural scenes, medical ct, seismic, or astronomy. In total, the models were trained on 71 different datasets. The dominant subset is formed by image classification models trained on ImageNet1k \textsuperscript{40} (355 models).

All models were trained with full 32-bit precision\textsuperscript{2} but may have been trained on variously scaled input data. Included in the dataset are low-resolution variants of AlexNet \textsuperscript{42}, DenseNet-121/161/169 \textsuperscript{43}, ResNet-9/14/18/34/50/101/152 \textsuperscript{44}, VGG-11/13/16/19 \textsuperscript{45}, MobileNet v2 \textsuperscript{46}, Inception v3 \textsuperscript{47} and GoogLeNet \textsuperscript{6} image classification models that we have purposely trained on simple datasets such as CIFAR-10/100 \textsuperscript{48}, MNIST \textsuperscript{49}, Kuzushiji-MNIST (KMNIST) \textsuperscript{50} and Fashion-MNIST \textsuperscript{51} in order to study the effect of overparameterization on learned filters.

All collected models were converted into the ONNX format \textsuperscript{52} which allows a streamlined filter extraction without framework dependencies. Hereby, only the widely used filters from regular convolution layers with a kernel size of 3 × 3 were taken into account. Transposed (sometimes also called de-convolution or up-convolution) convolution layers were not included. In total, 1,464,797,156 filters from 21,436 layers have been obtained for our dataset.

### 3.2. Analyzing filter structures

We apply a full-rank principal component analysis (PCA) transformation implemented via a singular-value decomposition (SVD) to understand the underlying structure of the filters \textsuperscript{53}.

First, we stack the relevant set of n flattened filters into a n×9 matrix X. Thereupon, we center the matrix and perform a SVD into a n × 9 rotation matrix U, a 9 × 9 diagonal scaling matrix Σ, and a 9 × 9 rotation matrix V\textsuperscript{T}. The diagonal entries σ\textsubscript{i}, i = 0, ..., n − 1 of Σ form the singular values in decreasing order of their magnitude. Row vectors v\textsubscript{i}, i = 0, ..., n − 1 in V\textsuperscript{T} then form the principal components.

Every row vector c\textsubscript{ij}, j = 0, ..., n − 1 in U is the coefficient vector for f\textsubscript{i}.

\[
X^* = X - \bar{X} = U\Sigma V^T
\]  

(1)

Where \(\bar{X}\) denotes the vector of column-wise mean values of any matrix X. Then we obtain a vector \(\bar{a}\) of the explained variance ratio of each principal component. \(\| \cdot \|_1\) denotes the \(\ell_1\)-norm.

\[
\bar{a} = (\Sigma \cdot I)^2/(n - 1) \\
\hat{a} = \bar{a}/\|\bar{a}\|_1
\]  

(2)

Finally, each filter \(f'\) is described by a linear, shifted sum of principal components \(v_i\) weighted by the coefficients \(c_i\).

\[
f' = \sum_i c_i v_i + \bar{X}_i
\]  

(3)

### 3.3. Measuring distribution shifts

All probability distributions are represented by histograms. The histogram range is defined by the minimum and maximum value of all coefficients. Each histogram is divided into 70 uniform bins. The divergence between two distributions is measured by the symmetric, non-negative variant of Kullback-Leibler (\(KL_{sym}\)) \textsuperscript{54}.

\[
KL(P \parallel Q) = \sum_{x \in \mathcal{X}} P(x) \log \frac{P(x)}{Q(x)}
\]  

(4)

\[
KL_{sym}(P \parallel Q) = KL(P \parallel Q) + KL(Q \parallel P)
\]

We define the drift \(D\) between two filter sets by the sum of the divergence of the coefficient distributions \(P_i, Q_i\) along every principal component index \(i\). The sum is weighted by the ratio of variance \(\hat{a}_i\) explained by the \(i\)-th principal component.

\[
D(P \parallel Q) = \sum_i \hat{a}_i \cdot KL_{sym}(P_i \parallel Q_i)
\]  

(5)

To avoid undefined expressions, all probability distributions \(F\) are set to hold \(\forall x \in \mathcal{X} : F(x) \geq \epsilon\).

### 3.4. Measuring layer degeneration

**Lottery Ticket Hypothesis** \textsuperscript{55} suggests that each architecture has a specific amount of convolution filters that saturate its ability to transform a given dataset into a well separable feature-space. Exceeding this number will result in a partitioning of the model into multiple inter-connected sub-models. We hypothesize that these are seen in the form of degenerated filters in CNNs. In like manner, an insufficient amount of training samples or training epochs will also lead to degenerated filters. We characterize the following types of degeneration.

1. **High sparsity:** Filters are dominantly close to zero and therefore produce quasi-zero feature-maps \textsuperscript{29}. These feature-maps carry no vital information and can be discarded.

2. **Low diversity in structure:** Filters are structurally similar to each other and therefore redundant. They produce similar feature-maps in different scales and could be represented by a subset of present filters.
3. Randomness: Filter weights are conditionally independent of their neighbours. This indicates that no or not sufficient training was performed.

Sparsity degeneration is detectable by the share of sparse filters $S$ in a given layer. We call a filter $f$ sparse if all entries are near-zero. Consequently, given the number of input channels $c_{in}$, number of output channels $c_{out}$, and a set of filters in layer $L$, we can measure the layer sparsity by:

$$S(L) = \frac{|\{f \mid f \in L \land (\forall w \in f : -\epsilon_0 \leq w \leq \epsilon_0\} \}|}{c_{in}c_{out}}$$

To detect the other types of degeneration we introduce a layer-wise metric based on the Shannon-Entropy of the explained variance ratio of each principal component obtained from a SVD of all filters in the examined layer (Sec. 3.2).

$$H = -\sum_i \hat{a}_i \log_{10} \hat{a}_i$$

If $H$ is close to zero this indicates one strong principal component from which most of the filters can be reconstructed and is therefore a low filter diversity degeneration. On the other hand, a large entropy indicates a (close to) uniform distribution of the singular values and, thus, a randomness of the filters. Sparse layers are a specific form of low diversity degeneration and, generally both are correlated, whereas, sparsity and randomness are mutually exclusive. It should be noted, that $|\Sigma \cdot J| = \min(c_{in}c_{out}, 9)$ and therefore the entropy only becomes expressive if $c_{in}c_{out} \gg 9$.

### 4. Results: Analysis of trained CNN filters

#### 4.1. Layer degeneration

In this section we study different causes of degeneration and aim provide thresholds for evaluation.

**Overparameterization.** The majority of the models that we have trained on our low resolution datasets are heavily overparameterized for these relatively simple problems. We base this argument on the fact that we have models with different depth for most architectures and already observe near perfect performance with the smallest variants. Therefore it is safe to assume that larger models are overparameterized especially given that the performance only increases marginally$^1$.

First we analyze layer sparsity and entropy for these models trained on CIFAR-10/100 in comparison to all ImageNet1k classification models found in our dataset. For each dataset we have trained identical networks with identical hyper-parameters. Both, CIFAR-10 and CIFAR-100, consist of 60,000 $32 \times 32$ px images, but CIFAR-100 includes 10x more labels and thus fewer samples per class forming a more challenging dataset.

Fig. 2a shows that the overparameterized models contain significantly more sparse filters on average, and that sparsity increases with depth. In particular, we see the most sparse filters for CIFAR-10. However, ImageNet1k classifiers also seem to have some kind of “natural” sparsity, even though we do not consider most of these models as overparameterized. Entropy, on the other hand, decreases with increasing layer depth for every classifier, but more rapidly in overpa-
Filter degeneration and model robustness. Our dataset also contains robust models from the RobustBench leaderboard [38]. When comparing robust models with non-robust models trained on ImageNet1k, it becomes clear that robust models form almost no sparse filters after in deeper convolution layers (Fig. 2c), while regular models show some sparsity there. The entropy of robust models is also higher throughout depth (Fig. 2d), indicating that robust models learn more diverse filters.

Thresholds. To obtain a threshold for randomness given a number of filters $n$ per layer we perform multiple experiments in which we initialize convolution filters of different sizes from a standard normal distribution and fit a sigmoid $T_H$ to the minimum results obtained for entropy.

$$T_H(n) = \frac{L}{1 + e^{-k(\log_2(n) - x_0)}} + b \quad (8)$$

We obtain the following values $L = 1.26$, $x_0 = 2.30$, $k = 0.89$, $b = -0.31$ and call any layer $L$ with $H > T_H(n)$ random. On the opposite, defining a threshold for low diversity degeneration seems less intuitive and one can only rely on statistics: The average entropy $H$ is 0.69 over all layers and continuously decreases from an average of 0.75 to 0.5 with depth. Additionally, the minimum of the 1.5 IQR also steadily decreases with depth.

The same applies to sparsity: the average sparsity $S$ over all layers is 0.12 and only 56.5% of the layers in our dataset hold $S < 0.01$ and 9.9% even show $S > 0.5$. In terms of convolution depth, the average sparsity varies between 9.9% and 14% with the largest sparsity found in the last 20% of the model depth. The largest outliers of the 1.5 interquartile range (IQR) are, however, found in the first decile. In both cases we find it difficult to provide a meaningful general threshold and suggest to determine this value on a case-by-case basis.

4.2. Filter structure

In the next series of experiments, we analyze only the structure of $3 \times 3$ filters, neglecting their actual numerical weight in the trained models. Therefore, we normalize each filter $f$ individually by the absolute maximum weight into $f'$.

$$d_i = \max_{i,j} |f_{ij}|$$

$$f'_{ij} = \begin{cases} f_{ij}/d_i, & \text{if } d_i \neq 0 \\ f_{ij}, & \text{else} \end{cases} \quad (9)$$

Then we perform a PCA transformation on the scaled filters. Fig. 5 shows some qualitative examples of obtained principal components, split by several meta-data dimensions. The images of the formed basis are often similar for all groups except for few outliers (such as GAN-discriminators). The explained variance however fluctuates significantly and sometimes changes the order of components. Consistently, we observe substantially higher variance on the first principal components. The explained variance does not necessarily correlate with the shift observed between models. Here, the biggest mean drift is also located in the first principal component ($\delta = 0.90$), but is then followed by the sixth, third, second component ($\delta = 0.78, 0.69, 0.58$). The coefficients of the sixth component also contain the strongest outliers (Fig. 6). We visualize the
distributions of PCA coefficients along every component for each group by plots of kernel density estimates (KDEs), e.g. Fig. 3 depicts the distributions of filters grouped by some selected visual categories in comparison to the distribution of coefficients for the full dataset. Filters extracted from models with degenerated layers (as seen in medical mri) result in spiky/multi-modal KDEs. The distributions can alternatively be visualized by bi-variate scatter plots that may reveal more details than KDEs. For example, they let us categorize the distributions into phenotypes depending on their distribution characteristic in the PCA space (Fig. 4): sun: distributions where both dimensions are gaussian-like; spiky: distributions suffering from a low variance degeneration resulting in local hotspots; points: coefficients are primarily located in the center (sparsity degeneration); stars: at least one distribution is multi-modal, non-centered, highly sparse or otherwise non-normal (low variance degeneration); point: coefficients are primarily located in the center (sparsity degeneration).

Reproducibility of filters. We train low-resolution networks on CIFAR-10 multiple times with identical hyper-parameters except for random seeds and save a checkpoints of each model at the best validation epoch. Most models are converging to highly similar coefficient distributions when retrained with different weight initialization (e.g. ResNet-9 with $D < 5.3 \cdot 10^{-3}$). However, some architectures such as MobileNetv2 show higher shifts ($D < 2.6 \cdot 10^{-2}$). We assume that this is due to the structure of the loss surface, e.g. the residual skip connections found in ResNets smooth the surface, whereas other networks may contain more local minima due to noisy surfaces [56].

Formation of filter structures during training. Although our dataset only includes trained convolutional filters we tried to understand how the coefficient distribution shifts during training. Therefore we recorded checkpoints of a ResNet-9 trained on CIFAR-10 every 10 training epochs beginning right after the weight initialization. Fig. 7 shows that the coefficient distributions along all principal components are gaussian-like distributed in the beginning and eventually shift during training. For this specific model, distributions along major principal components retain the standard deviation during training, while less-significant com-
component distributions decrease. The initialization observation helped us removing models from our collection where we failed to load the trained parameters for any reason and is foundation for our provided randomness metric.

4.3. Distribution shifts between trained models

In this subsection we are investigating transfer distance in different meta-dimensions of pre-trained models. We compute the shift $D$ and visualize this is the form of heatmaps (Fig. 8) that show shifts between all pairings.

**Shifts between tasks.** Unsurprisingly, classification, segmentation, object detection, and GAN-generator distributions are quite similar, since the non-classification models typically include a classification backbone. The smallest mean shift to other tasks is observed in object detection, GAN-generators, and depth estimation models. The least transferable distributions are GAN-discriminators. Their distributions do barely differ along principal components and can be approximated by a gaussian distribution. By our randomness metric this indicates a filter distribution that is close to random initialization, implying a “confused” discriminator that cannot distinguish between real and fake samples towards the end of (successful) training. It may be surprising to see a slightly larger average shift for classification. This is presumably due to many degenerated layers in our collected models, which are also visible in the form of spikes when studying the KDEs. An evaluation of distributions including only non-degenerated classifiers actually shows a lower average shift due to the aforementioned similarity to other tasks.

**Shifts between visual categories and training sets.** We find that the distribution shift is well balanced across most visual categories and training sets. Notable outliers include all medical types. They have visible spikes in the KDEs, once again indicating degenerated layers. Indeed, the average sparsity in these models is extreme in the last 80% of the model depth. Another interesting, albeit less significant outlier is the fractal category. It consists of models trained on Fractal-DB, which was proposed as a synthetic pre-training alternative to ImageNet1k [4]. The standard deviations of coefficient distributions tend to shrink towards the least significant principal components but this trend is not visible for this category indicating that sorting the basis by variance would yield a different order for this task and perhaps the basis itself is not well suited. Also notable is a remarkably high standard deviation on the distribution of the first principal component. Interestingly, we also observe sub-average degeneration for this category. Shifts in other categories can usually be explained by a biased representation. For example we only have one model for plants, our handwriting models consist exclusively of overparameterized networks that suffer from layer degeneration, and textures consists of only one GAN-discriminator which will naturally shows a high randomness.

**Shifts by filter/layer depth.** The shift between layers of various depth deciles increases with the difference in depth, with distributions in the last decile of depth forming the most distinct interval, and outdistancing the second-to-last and first decile that follow next. An interesting aspect is also the model-to-model shift across deciles. This shift exemplifies the uniqueness of formed filters. Our observations overhaul the general recommendation for fine-tuning to freeze early layers in classification models, as the largest shifts are not only seen in deep layers but also in early vision (Fig. 9). Segmentation models show the most drift in deeper layers. Contrary, object/face detection models only

---

**Figure 8.** Heatmaps over the shift $D$ for different filters groupings. The number in brackets denotes the number of models in this group. Low values/dark colors denote low shifts.
show drift in the early vision (object detection in the first, face detection in the first four depth deciles), but marginal drift in later convolution stages.

Shifts within model families. The shift between models of the same family trained for the same task is negligible (Fig. 10), indicating that every large enough dataset is good enough and the common practice of pre-training models with ImageNet1k even for visually distant application domains is indeed a valid approach. ResNet-family outliers only consist out of models that show a high amount of sparsity. Additionally, this observation may be exploited by training small teacher networks and apply knowledge distillation [57] to initialize deeper models of the same family.

5. Limitations

Our data is biased against classification models and/or natural datasets such as ImageNet1k. Further, some splits will over-represent specific dimensions e.g. tasks may include exclusive visual categories and vice versa. Also, as previously shown, many of the collected models show a large amount of degenerated layers that impact the distributions. This also biases measurements of the distribution shifts. We performed an ablation study by removing filters extracted from degenerated layers, but were unable to find a clear correlation between degeneration and distribution shifts, presumably due to a lack of justified thresholds.

6. Conclusions

Our first results support our initial hypothesis that the distributions of trained convolutional filters are a suitable and easy-to-access proxy for the investigation of image distributions in the context of transferring pre-trained models and robustness. While the presented results are still in the early stages of a thorough study, we report several interesting findings that could be explored to obtain better model generalizations and assist in finding suitable pre-trained models for fine-tuning. One finding is the presence of large amounts of degenerated (or untrained) filters in large, well-performing networks - resulting in the phenotypes points, spikes, and symbols. We assume that their existence is a symptom in line with the Lottery Ticket Hypothesis [55]. We conclude that ideal models should have relatively high entropy (but $H < T_H$) throughout all layers and almost no sparse filters. Models that show an increasing or generally high sparsity or a massive surge in entropy with depth are most likely overparameterized and could be pruned, which would benefit inference and training speed. Whereas, initialized but not trained models will have a constantly high entropy $H \geq T_H$ throughout all layers and virtually no sparsity.

Another striking finding is the observation of very low shifts in filter structure between different meta-groups: I) shifts inside a family of architectures are very low; II) shifts are mostly independent of the target image distribution and task; III) also we observe rather small shifts between convolution layers of different depths with the highest shifts in the first and last layers. Overall, the analysis of over 1.4 billion learned convolutional filters in the provided dataset gives a strong indication that the common practice of pre-training CNNs is indeed a sufficient approach if the chosen model is not heavily overparameterized. Our first results indicate that the presented dataset is a rich source for further research in transfer learning, robustness and pruning.

Figure 9. Boxplots showing the distribution of pair-wise model-to-model shift $D$ of classification models per convolution depth decile (top to bottom in decreasing order). Our intentionally overparameterized models were left out of this analysis.

Figure 10. Heatmap over the shift $D$ between different pairings of ResNet-classifiers. Each row/column depicts one model. Intentionally overparameterized models were not included.
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