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Abstract

This paper addresses a new problem of weakly-
supervised online action segmentation in instructional
videos. We present a framework to segment streaming
videos online at test time using Dynamic Programming
and show its advantages over greedy sliding window ap-
proach. We improve our framework by introducing the
Online-Offline Discrepancy Loss (OODL) to encourage the
segmentation results to have a higher temporal consis-
tency. Furthermore, only during training, we exploit frame-
wise correspondence between multiple views as supervision
for training weakly-labeled instructional videos. In par-
ticular, we investigate three different multi-view inference
techniques to generate more accurate frame-wise pseudo
ground-truth with no additional annotation cost. We present
results and ablation studies on two benchmark multi-view
datasets, Breakfast and IKEA ASM. Experimental results
show efficacy of the proposed methods both qualitatively
and quantitatively in two domains of cooking and assem-
bly.

1. Introduction
Action understanding in untrimmed instructional videos

is important in many applications, where agents learn by ob-
servation of other agents performing complex tasks. Such
videos are characterized by composition of a sequence of
low-level atomic actions, e.g., crack eggs and whisk eggs,
that form a high-level task, e.g., making eggs. This contex-
tual dependency between actions as well as other attributes
in instructional videos have inspired new research [5,19,33,
39, 48] that has advanced the field.

A fully-supervised training of these videos would re-
quire not only the labels for each action, but also their tem-
poral assignment (start and end time) with ordering con-
straints. However, creating fully annotated clips with action
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Figure 1. Top: online segmentation, where the frame of interest
at time t is identified either greedily by the f function or through
DP-based online inference based on current and past predictions.
Bottom: Offline segmentation after observing the whole sequence.

assignments and labels on the temporal boundaries of indi-
vidual actions is manually intensive and is therefore both
time consuming and expensive. This limits the scale and
practicality at which fully-supervised video datasets can be
created. Furthermore, the subjective nature of labeling the
start and end time of each action results in ambiguities and
inconsistencies. In weakly-supervised action segmentation
these limitations are addressed by using only the ordered se-
quence of action labels per video during training, and forgo
subjective labeling of start and end time of each action.

Another important consideration in action understand-
ing relates to requirements for processing the videos online
versus offline, which is not addressed in existing weakly-
supervised segmentation methods [6, 27, 47]. Online pro-
cessing with low latency is an increasingly important part of
interactive applications where real-time, or near real-time
feedback is critical. For example, interactive applications
such as human-robot interaction, error correction in man-
ufacturing assembly, and virtual rehabilitation require im-
mediate feedback from the intelligent system as the video
streams arrive.

The work presented in this paper considers the two
aforementioned aspects in action segmentation: weak-
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supervision and online processing aimed at temporally par-
titioning videos into action segments. To our knowledge,
our work is the first to address the problem of weakly super-
vised online action segmentation. Specifically, we present a
framework to segment streaming instructional videos online
at test time using Dynamic Programming (DP). We show
the advantages of using DP as opposed to the greedy slid-
ing window approach that are frequently used in previous
online action understanding work [10, 16, 55] (Fig. 1).

We also introduce the Online-Offline Discrepancy Loss
(OODL). Offline segmentation refers to inference after ob-
serving the video in its entirety. Offline segmentation is a
non-causal procedure that is generally expected to be more
accurate than its online counterpart that makes inference
from partial observations. Indeed, there is a trade-off be-
tween accuracy of the recognized actions and low-latency
( Sec.6.2.1). The OODL loss uses the offline segmentation
result as a reference and penalizes its difference with on-
line segmentation results generated at each time step in the
video. Effectively, this encourages the segmentation results
inferred at different observation end points in the video to
have higher temporal consistency with respect to each other.

Furthermore, due to lack of frame-level annotation
in weakly-labeled videos, frame-wise correspondence be-
tween multiple synchronized views of the same recording
can provide helpful cues about the temporal location of each
action during training. Our work is the first to use the su-
pervision of frame-level correspondence between different
views for action segmentation. We compare three ways to
exploit this multi-view correspondence to generate more ac-
curate frame-level pseudo ground-truth for weakly-labeled
videos. This is in contrast to previous segmentation meth-
ods [4, 6, 27], where different views are treated indepen-
dently, discarding important multi-view information. Note
that we only use the multi-view correspondence at training
time and our method segments each video independently at
test time with no access to other views. Also, our frame-
work utilizes no additional annotation cost, as it is trained
independent of the label and number of view points.

In summary, our main contributions are as follows:
1) We are the first to address the problem of weakly-

supervised online action segmentation in instructional
videos, and offer a DP-based framework.

2) We introduce the Online-Offline Discrepancy Loss
(OODL). The OODL loss utilizes the offline segmentation
result as a reference to train the online model by minimizing
the difference between online and offline inference results.

3) We use frame-wise multi-view correspondence, dur-
ing training only, to generate more accurate action pseudo-
ground-truth in weakly-labeled videos with no additional
annotation cost. Our work is the first to incorporate multi-
view video understanding in action segmentation.

4) We present results and a detailed ablation study on two

benchmark multi-view datasets in domains of cooking and
assembly: Breakfast [24] and IKEA [2]. We show quantita-
tively and qualitatively how our contributions consistently
improve various suggested baselines on both datasets.

2. Related Work
Weakly-Supervised Action Segmentation. There has

been extensive research in action segmentation of instruc-
tional videos under different forms of supervision, includ-
ing fully-supervised [12, 17, 22, 41, 53], unsupervised [26,
40, 42], and time-stamp supervised [28] methods. Methods
most similar to ours use only the sequence of action labels
as the weak supervision in training [4,6,9,18,27,37,38,46].
However, all previous methods consider offline segmenta-
tion of videos, where future frames are used to make pre-
dictions at the current frame. Specifically, [9] encodes the
entire video first before decoding it to frame-level action
scores. The work in [4, 6, 27, 38, 47] use Dynamic Pro-
gramming (DP) to infer the most likely actions and their
duration given the entire video. Our method also uses a DP-
based framework, but to our knowledge, we are the first to
introduce a weakly-supervised method to segment a stream-
ing video in an online manner.

Online Action Understanding. Online action under-
standing has been studied in various problems such as
online action detection [10, 55, 59], start of action detec-
tion [15,44] or anticipation [1,13,14,23,30]. In the context
of online action detection, [59] employs knowledge distil-
lation to transfer information from offline to online mod-
els and [10, 36, 55, 56] introduce new neural networks to
classify current actions in streaming videos using a sliding
window approach. Others have focused solely on detecting
the start of an ongoing action immediately [15, 44] or with
a short delay [58]. However, past methods did not consider
instructional videos and, more importantly, required frame-
level labels to train.

Most similar to our work is WOAD [16] as the
only weakly-supervised online action detection framework.
WOAD [16] is different to our framework in two main
ways: First, as a detection model, it is formulated to identify
and localize occurrences of, typically, a single action in the
input video, while we focus on instructional videos with a
series of many unique actions. Second, during test time, we
utilize Dynamic Programming and show in our experiments
that it outperforms the greedy approach taken in [16].

Multi-View Action Understanding. Using video feeds
from multiple view points has improved performance for
different problems such as action recognition [29, 35, 49,
50, 52], person identification [11], anomaly detection [8],
and video summarization [21, 31, 32]. Similar to our work,
[20, 35, 45, 49] limit exploiting multiple views to training
time only. In particular, [35, 49] focus on fully-supervised
learning of trimmed videos. Meanwhile, [20] explores
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unsupervised video-to-video alignment, but utilize partial
frame-level labels for classification. In addition, [43, 45]
study domain adaptation across 3rd and 1st person views.
However, unlike us, they rely on view-specific labels for
training. Others [29, 52, 54] use multiple data modali-
ties as view points. Specifically, [54] introduces a semi-
supervised and view-agnostic framework for trimmed video
classification, where multiple modalities are fused to gen-
erate video pseudo labels. These pseudo labels are used
along with a selected number of ground-truth labels to train
a video classifier. In contrast, to our knowledge, we are
the first to use multi-view for temporal segmentation in
untrimmed videos without frame-level supervision.

3. Background
This section describes definitions and background con-

cepts used henceforth. For more clarity, the supplementary
material provides a table of all symbols used.

3.1. Problem Definition

During training, the input to our model is a video of
length T represented by frame-level features xT1 and an or-
dered sequence of actions τ = (τ1, τ2, ..., τM ) known as
the transcript. M is the number of actions in a given video
and can vary across videos. Information about the start and
end time of each action is not known.

At test time, given the set of action labels in the dataset
A, the goal is to identify the action label at ∈ A at frame t
for all 0 < t < T + 1 based on only the past and current
observations xt1. The final result will be a sequence of N
predicted segments identified online by their action an and
duration ln, where n refers to the nth segment.

3.2. Offline Inference
Given the input features xT1 of the entire video, a com-

mon factorized formulation [27, 38] to model the posterior
probability of the sequence of actions aN1 and their corre-
sponding duration lN1 is given by:

poff(a
N
1 , l

N
1 |xT1 ) ≈ p(xT1 |aN1 )p(lN1 |aN1 )p(aN1 ). (1)

To infer the most likely sequence of actions aN1 and their
duration l

N

1 associated with the video transcript τ , we use

(aN1 , l
N
1 ) = argmax

aN
1 ,l

N
1

{
poff(a

N
1 , l

N
1 |xT1 )

}
, (2)

= argmax
aN
1 ,l

N
1

{
T∏
t=1

p(xt|an(t))
N∏
n=1

p(ln|an)p(aN1 )},

(3)

where n(t) is the segment number at frame t. While train-
ing, aN1 = τ and N = M , since the sequence of action
labels is already given in the transcript. p(xt|a) is mod-
eled by a GRU [7] and the Bayes rule as in [38]. The GRU

can be optionally replaced by any other neural network as
a black box. p(l|a) is a Poisson distribution modeling the
duration of a given action and is parameterized by the mean
length of action a. Finally, p(aN1 ) = 1 if the sequence of
action labels aN1 exist in the training set transcripts and 0
otherwise.

3.3. Offline Segmentation Energy Score

We revisit the definition of energy score E intro-
duced in offline segmentation [27]. Specifically, based
on the inferred segments (Eq.3), we define (aN1 , l

N

1 ) as
the unique valid path π+ and (àN1 ,l

N

1 ) as an invalid
path π− ∈ P−, where àn ∈ A�{an} and P− is the
set of all invalid paths given the inferred durations l

N

1 .
Accordingly, we define the segment-level energy score
of the valid action an with length ln at segment n as
en(an, ln) =

∏η(n)+ln−1
t∈η(n) p(an|xt), and the segment-level

energy score of an invalid action àn is given as en(àn, ln) =∏η(n)+ln−1
t∈η(n) p(àn|xt). Here, η(n) is a function that maps an

input segment number to the starting frame number of that
segment. Note that the start of each segment occurs imme-
diately after the end of the previous segment and p(a|xt) is
the output of the GRU. Further, in order to exclusively focus
on hard invalid actions, the segment energy score of hard in-
valid actions denoted by e−n (àn, ln) is defined as follows:

e−n (àn, ln) =

{
en(àn, ln), if en(àn, ln) > en(an, ln)

1, otherwise
.

Finally, Eπ+ =
∏N

1 en(an, ln) is the energy score of the
valid path, and Eπ− =

∏N
1 e−n (àn, ln) is the energy score

of the invalid path π−. Calculation of these energy scores is
done in the log space using DP as explained in [27].

4. Weakly-Supervised Online Segmentation
In this section, we introduce our framework for causal

action inference and present how the relation between on-
line and offline inference is exploited to derive a loss func-
tion for weakly-supervised online action segmentation.

4.1. Online Inference

Since online action inference is a causal process, we
cannot directly use Eq. 3 to infer the action label at the
current frame t′. A straightforward causal solution is to
employ the GRU in a sliding window fashion and apply
argmax {p(at′ |xt)} as the output of the GRU with the high-
est probability [16]. However, as shown in Fig.5, this
greedy approach does not consider the context and predic-
tions of previous time steps and is therefore sub-optimal. In
order to fully account for the past actions and their dura-
tion, we formulate the marginal causal (or online) probabil-
ity pon(at′ |xt

′

1 ) of the present action at′ = an(t′) at segment
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n′ = n(t′) over all previous actions an
′−1

1 if n′ > 1, and
duration ln

′

1 . The inferred present action ât′ is derived as
follows:

ât′ = argmax
at′∈A

{
pon(at′ |xt

′

1 )
}
, (4)

= argmax
an′∈A

{ ∑
an′−1

1 ,ln
′

1

pon(an
′

1 , l
n′

1 |xt
′

1 )
}
. (5)

To improve computational efficiency, we empirically ap-
proximated Eq. 5 by the maximum joint probability value:

ât′ ≈ argmax
an′∈A

{
max

an′−1
1 ,ln

′
1

pon(an
′

1 , l
n′

1 |xt
′

1 )
}
. (6)

Eq.6 involves two steps. The first is to find the most likely

sequence of actions ãn
′

1 with duration l̃
n′

1 until time t′. The
second involves taking only the last segment label ãn′ =

pop(ãn
′

1 ) to infer the label of the current frame t′, where
pop() is a function that outputs the last element of a list.
To execute the first step, online inference of the most likely

sequence of past action segments (ãn
′

1 , l̃
n′

1 ) is formulated
as argmax

{
pon(an

′

1 , l
n′

1 |xt
′

1 )
}

, where pon(an
′

1 , l
n′

1 |xt
′

1 ) for
n′ > 1* is derived below:

pon(a
n′
1 , l

n′
1 |xt

′
1 ) =

Γ(ln′ |an′)
t′∏
t=1

p(xt|an(t))
n′−1∏
n=1

p(ln|an) · p(an
′

1 ). (7)

p(an
′

1 ) = 1 if an
′

1 is a sub-sequence of any of the tran-
scripts in the training set, and 0 otherwise, and Γ(l|a) is a
half Poisson function to model the duration ln′ of the cur-
rent action an′ at the last observed segment, given by

Γ(l|a) =

{
1 if l < λa
λl
aexp(−λa)

l!
otherwise

,

where λa is the estimated mean length of action a.
Inclusion of Γ() in the online inference of the current ac-

tion is essential as it accounts for the two following cases:
First, using the full Poisson distribution of Eq.3 to model the
duration of the current observed action leads to penalizing
the current actions with a short duration, ln′ < λan′ . How-
ever, since we do not have foresight about the duration of
the current segment, any conclusion about the current seg-
ment length would be premature. Second, Γ() still allows
us to penalize the current action if its duration is longer than
expected since this can be concluded solely based on the ob-
served segment of the action.

At test time, the final online segmentation result in a
streaming video when the current time t′ changes from 1
to any given time T is the sequence of frame-level actions
(â1, .., âT ), where each ât′ ← ãn′ = pop(ãn

′

1 ) is inferred
by Eq.7 using the Viterbi algorithm.

*For n′ = 1, the Poisson factor p(l|a) is excluded.

(a) (b)

Figure 2. Given the video transcript τ=(τ1, τ2, τ3, τ4), the OODL
loss encourages the online segmentation results in (a) to become a
sub-sequence of the offline result for each time step as in (b).

4.2. Online-Offline Discrepancy Loss (OODL)

Offline action segmentation is expected to be more ac-
curate than online segmentation because segments are in-
ferred from information contained in the entire length of
the video, including transcripts as well as prior knowledge
of the video end. Thus, offline segmentation results provide
a rich source of supervision for training online segmenta-
tion models. Ideally, the sequence of actions inferred online
from the initial frame to any point in the video is expected
to be a sub-sequence of the offline inference result as shown
in Fig. 2. Consequently, this encourages all frame-level ac-
tion sequences {ãt1}Tt=1 to be temporally consistent, where
each sequence ãt1 is inferred online at time t .

We present the Online-Offline Discrepancy Loss
(OODL) LOODL in Algorithm 1 to minimize the dif-
ference between online and offline segmentation scores.
Specifically, we first use Eq.7 to infer the set of online
paths {ãt1}Tt=1 after n(t) pairs of segment-level labels

(ã
n(t)
1 , l̃

n(t)

1 ) are converted into t frame-level action labels
ãt1 for each time step t. Then, we use the hinge loss function
to penalize any online inference result that has a higher en-
ergy score Eon than the energy score Eoff of the offline path
at1 ⊆ aT1 inferred from Eq. 3. The OODL ultimately dis-
courages all frame-level predictions that contribute to the
discrepancy between the intermediate online inference re-
sults and the most likely sequence of actions inferred offline
at the end of the video.
LOODL is added to the baseline offline segmentation loss

Lb [27] to form our final loss function Lf :

Lf = Lb + LOODL. (8)

Minimizing the offline segmentation loss Lb effectively
corresponds to maximizing the decision margin between of-
fline valid and hard invalid paths derived in Sec. 3.3.

Lb = −log(Eπ+) + log(
∑

π−∈P−
Eπ−). (9)
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We iteratively utilize the offline and online segmentation
pseudo labels inferred by Eq. 3, and 7, respectively, as well
as the loss in Eq.8 to train the GRU until convergence.

Algorithm 1 Online-Offline Discrepancy Loss (OODL)

Input: Video features xT1 of T frames and the offline infer-
ence result (aN1 , l

N

1 ) of N segments
Output: LT as the OODL loss LOODL

1: for t←1 to T do:
2: ã

n(t)
1 , l̃

n(t)

1 = argmax
{
pon(a

n(t)
1 , l

n(t)
1 |xt1)

}
. Eq.7

3: ãt1= (ã1, ..., ãn(t)) = convert(ãn(t)
1 , l̃

n(t)

1 )

4: Eon(t) =
∏
at∈ãt

1

p(at|xt)

5: aT1 = (a1, ..., an(T )) = convert(aN1 , l
N

1 )
6: L0 = 0
7: for t←1 to T do:
8: Eoff(t) =

∏
at∈at

1

p(at|xt)

9: d = max
(
0, log(Eon(t))− log(Eoff(t))

)
10: Lt = Lt−1 + d

t . Averaging d over time t
return LT

5. Multi-View Supervision
Due to lack of frame-level action labels at training time,

it is imperative to maximize the functional capacity of the
training data available. We do so by leveraging the corre-
spondence between multiple unknown views to infer more
accurate frame pseudo labels.

Concretely, consider a training set of K videos {vi}Ki=1

and their corresponding view adjacency matrix V ∈
RK×K , where each element vi,j in V is 1 if vi and vj are
two different views of the same recording, and 0 otherwise.
During training, we pair each video vi, as the anchor video,
with an auxiliary video vj , which is randomly sampled from
the anchor view’s adjacent set Vi = {vk|Vi,k = 1∧ k 6= i}.
As shown in Fig. 3, each video pair is given as an input to
a multiview-inference module to generate pseudo labels†,
which are used to train the GRU with respect to the anchor
video i. In this section, we discuss three different multi-
view inference techniques employed during training:

Sequence Voting (SV). Given synchronized video fea-
tures ix

T
1 and jx

T
1 of any two given views, we define the

result of voting as the sequence of actions aN1 with dura-
tions l

N

1 that have the highest product of sequence proba-
bility over both views:

(aN1 , l
N
1 ) = argmax

aN
1 ,l

N
1

{
p(aN1 , l

N
1 |ixT1 )p(aN1 , l

N
1 |jxT1 )

}
. (10)

†Interchangeably named as offline valid path or offline inference result

In this case, the inferred sequence must have high proba-
bilities (votes) in both views, as inconsistent probabilities
(votes) diminish the overall score of any segmentation.

Probabilistic Inference (PI). Instead of combining
multi-view results at the video level as in the SV technique,
here we fuse frame-level scores to infer the sequence that
maximizes the posterior probability p(aN1 , l

N
1 |ixT1 , jxT1 )

given the two views:

p(aN1 , l
N
1 |ixT1 , jxT1 ) ≈ p(ixT1 |aN1 )p(jx

T
1 |aN1 )p(lN1 |aN1 )p(aN1 ).

(11)

The argmax of the above equation can be solved by inte-
grating p(xt|an(t)) = p(ixt|an(t))p(jxt|an(t)) in Eq.3.

Weighted Probabilistic Inference (WPI). The Proba-
bilistic Inference model in Eq.11 assumes equal contribu-
tion from each view. However, a more appropriate formula-
tion is to compare the two views and provide a higher con-
fidence weight on the more reliable view. Hence, we intro-
duce the class agnostic confidence weight ict ∈ [0, 1] for
the anchor view i at time t as follows:

ict, 1− ict =Softmax
(

Φc
(
[Φf (ix

t
t−w) Φf (jx

t
t−w)]

))
, (12)

where Φf () : Rw×F1 → RF2 is a function that embeds
a temporal window of the past w frame features xtt−w for
each view independently, and Φc() : RF2 → R2 is the
compare function that takes the concatenated view embed-
dings [Φf (ix

t
t−w) Φf (jx

t
t−w)] and outputs the relative con-

fidence weight of the anchor view i with respect to the aux-
iliary view j at time t. F1 and F2 are the dimensions of each
frame feature and the window embedding respectively.

Having defined the view confidence weight ict, we
rewrite the likelihood p(xt|an(t)) as follows and use Eq.3

to infer the pseudo labels (aN1 , l
N

1 ):

p(xt|an(t)) = p(ixt|an(t))ictp(jxt|an(t))
(1−ict). (13)

We incorporate a new loss Lvc in our final loss function
Lf in order to learn the parameters of the view confidence
weight ict(θc), where θc is the set of all parameters in the
compare and embedding functions of Eq. 12. In addition,
θa denotes the set of parameters (i.e. GRU) required to pre-
dict frame-level action probability p(at|xt;θa). Given the
inferred pseudo labels (aN1 , l

N

1 ), we define the weighted en-
ergy score of the pseudo labels as :

Ẽθc
=

T∏
t=1

p(an(t)|ixt)ict(θc)p(an(t)|jxt)(1−ict(θc)), (14)

where we freeze θa and allow Lvc(θc) = −log(Ẽθc
) to

be optimized with respect to the view confidence weight
ict(θc), so that the weighted energy score Ẽθc of the correct
path (aN1 , l

N

1 ) is maximized:
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Multi-view training

Multi-View Inference Pseudo Ground-Truth

Different Variations of 
Multi-View Inference

Anchor 
Video, Vi

Auxiliary 
Video, Vj

Single-view training

Offline Inference
Pseudo Ground-Truth

Vi

Testing

Online Inference
Frame-wise 
PredictionsVi

Vj

Vi

SV
Pseudo 
Ground-Truth

Vj

Vi
Pseudo 
Ground -TruthConcatenationMultiplicationGRU argmaxLoss function Softmax

Vj

Vi

Pseudo 
Ground-Truth

WPI

PI

Figure 3. An overview of the single-view and multi-view training schemes can be seen on the left. More details of the three proposed
multi-view inference techniques are depicted on the right. Notice how a single view is always used to segment the video at test time.

Lf (θc,θa) = Lb(θa) + LOODL(θa) + Lvc(θc). (15)

Note that the embedding and compare functions, Φf ()
and Φc(), are utilized only in training. Besides, Lb and
LOODL are computed using just the anchor video after taking
the multi-view inference pseudo labels as their valid path
and offline inference result respectively.

6. Experiments
Datasets. The Breakfast Dataset (BD) [24] contains ap-

proximately 1.7k cooking videos, recorded from multiple
views, ranging from a few seconds to over ten minutes long.
Both the angle and number of views differ across record-
ings. The dataset consists of 48 action labels demonstrat-
ing 10 breakfast dishes with a mean of 6.9 action segments
per video. The evaluation metrics are calculated over four
splits. The IKEA ASM Dataset (IAD) [2] has 371 recordings
of assembly for four types of furniture. Each assembly is
recorded from three consistent view points, providing 1113
total videos. Videos in this dataset contain a dense number
of action segments (mean of ≈ 23) per shorter videos with
a mean duration of 1.9 min. There are 32 action classes af-
ter combining the NA and other classes as background. We
report results over 5 splits, where each split belongs to one
of the five recording environments as suggested by [2].

Metrics. Similar to previous work [6, 9, 27], we use
four metrics to evaluate performance: 1) acc is the frame-
level accuracy averaged over all the videos. 2) acc-bg is
the frame-level accuracy without the background frames. 3)
IoU defined as the intersection over union, which is partic-
ularly useful for imbalanced datasets such as IKEA. 4) IoD
denotes the intersection interval over the detected interval
averaged across all videos. This metric tends to overrate
over-segmentation results. As in [9], both IoD and IoU are
calculated over non-background segments.

Implementation. We extracted I3D features [3] for the
IAD dataset using TV-L1 optical flow [57] on a moving
window of 16 frames. Final dimensions of the features were
reduced to 400 by PCA. Meanwhile, for the BD dataset, we
obtained the Fisher vectors [34] of iDT features [51] as
in [25]. We implemented the embedding function Φf ()
as temporal convolution and max pooling, while two fully
connected layers were used as the compare function Φc().
Also, we set F2 = 64 and ω = 21. For a fair comparison
we used the same random seed in all our experiments. The
model was trained for around 70k and 6k iterations on the
BD and IAD datasets, respectively, following the training
setup of [27].

6.1. Comparison to the Baseline Methods

Baselines. We implemented the Greedy baseline fol-
lowing the strategy of [16], where a recurrent network is
trained using the pseudo labels generated by an offline seg-
mentation method. At test time, the network takes a greedy
approach and identifies actions in a sliding window fashion.
Also, DPon represents the proposed online inference (Eq.7),
and DPoff denotes the offline segmentation baseline of Eq.3.

Quantitative Results. Table 1 compares the Greedy and
DPon methods in online segmentation. The Greedy base-
line shows poor performance specially in the BD dataset
largely due to poor video quality that makes isolated pre-
dictions error-prone. However, Greedy shows decisively
high IoD values. In general, high IoD with low IoU indi-
cates over-segmentation, which leads to overrating the re-
sult. The presence of the Γ function in our online model-
ing is important. Its omission leads to about 1% and 3%
drop in all metrics in the BD and IAD datasets, respectively.
The best result is achieved by including the OODL loss and
multi-view training. This leads to a 2.6% and 3.3% IoU im-
provement of the DPon baseline in the BD and IAD datasets,
respectively. Overall, improvements on the IAD dataset are
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Table 1. Comparison of our multi-view supervised segmentation
model with various baselines in online action segmentation. M
refers to multi-view training.∗ We report the WPI and PI multi-
view results for the BD and IAD datasets respectively.
Training Test Breakfast (%) IKEA ASM (%)
M LOO Inference acc acc-bg IoU IoD acc acc-bg IoU IoD
× × Greedy [16] 20.4 15.9 7.4 58.1 55.6 56.2 30.9 53.5
× × DPon w/o Γ 34.3 31.4 21.4 45.1 52.8 54.6 30.0 39.3
× × DPon 35.1 32.3 22.4 46.9 55.3 57.8 33.3 44.1
X X DP∗on 36.6 34.7 25.0 49.1 56.9 59.7 36.8 48.0
X X DP∗off 50.4 46.8 33.3 44.9 60.3 63.5 41.7 52.0

better represented by IoU since frame accuracy is domi-
nated by the action “spin leg”, which occupies nearly 45%
of the frames. We include offline results to show the perfor-
mance gap between online and offline segmentation. The
smaller gap between DPoff and the Greedy method in the
IAD dataset highlights the challenge of weakly-supervised
learning in videos with a dense number of action segments.

Qualitative Results. Incorporating multi-view supervi-
sion in training makes the GRU more robust to bad lighting,
occlusion and scene variations as demonstrated in Fig. 4.
Particularly, the top figure shows results of coffee table as-
sembly by two people in the IAD dataset. This is a chal-
lenging case since nearly all tasks in both datasets are com-
pleted by one person. Hence, the baseline DPon has missed
the third instance of “spinning the leg”, which is correctly
detected by our final segmentation model trained using LOO
and multi-view inference. The bottom figure compares dif-
ferent segmentation methods under dark lighting and occlu-
sion in a sample cooking video of the BD dataset. Notice
the over-segmented results of the Greedy baseline in both
cases. More examples included in the supplementary mate-

0 200 400 600 800 1000

Figure 4. Segmentation results of various methods on the IKEA
(top) and Breakfast (bottom) datasets. Legend is shown only for
the ground-truth classes.

Table 2. Impact of the OODL loss on weakly-supervised online
segmentation results for the BD and IAD datasets.

Breakfast (%) IKEA ASM (%)
Training Approach acc acc-bg IoU IoD acc acc-bg IoU IoD
DPon 35.1 32.3 22.4 46.9 55.3 57.8 33.3 44.1
DPon + LOODL 35.5 32.5 23.4 48.0 55.3 57.9 34.3 45.5

Figure 5. Average segmentation results (acc-bg) at five observa-
tion end points during the course of the video on the BD dataset.

rial.

6.2. Analysis and Ablation Study

All experiments in this section are reported as an aver-
age over all splits unless stated otherwise. Run-time and
complexity, as limitations of the proposed algorithm, are
discussed in the supplementary material.

6.2.1 Online-Offline Discrepancy Analysis

Impact of the OODL Loss. Addition of OODL loss leads
to consistent improvement in both datasets as shown in Ta-
ble 2. This improvement is manifested more vividly in IoU
and IoD because IoU, in particular, is most appropriate in
evaluating alignment quality between predicted and ground-
truth segments.

Fig. 5 further demonstrates the role of the OODL loss in
decreasing the online-offline segmentation discrepancy in
the BD dataset. It shows the non-background frame accu-
racy of multiple segmentation approaches at five different
observation end points in the video. Upon comparison of
DPon and DPon + LOODL, it can be seen that the loss has im-
proved mostly the early predictions in the video, where it is
hardest to identify actions. This is mainly due to lack of past
context in early stages of a task. With the passage of time,
more information regarding the past actions becomes avail-
able. Consequently, this leads to more accurate online pre-
dictions of the current frame. On average, after observing
the first 20% of the video, the performance of the DPon is
more similar to the Greedy baseline than the Offline model.
However, the DPon approach starts resembling the Offline
model more just after the 60% point. In comparison, such a
behavior is highlighted much less by the Greedy approach
due to its limitation in capturing long-range past context.
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Figure 6. Accuracy vs. delay on split 2 of the BD dataset.

Evaluation of Semi-Online Segmentation. Online seg-
mentation offers practical advantages over offline inference
in interactive applications that require immediate feedback.
However, this comes with a 10% and 13% compromise over
acc-bg and IoU, respectively, as indicated in Fig. 6. In some
applications, certain degree of latency can be tolerated. In
order to evaluate the trade-off between latency and accu-
racy, we implemented a semi-online variation of our frame-
work, where predictions are made after a fixed time delay.
Fig. 6 shows that accuracy improves with larger latency and
converges to the offline result. Importantly, we can achieve
approximately 90% of the offline performance with 10 sec-
onds of delay on the BD dataset.

6.2.2 Multi-View Supervision

Weakly-Supervised Online Segmentation. We evaluate
the online segmentation performance of different multi-
view inference techniques in Table 3. Regardless of the
approach, using multi-view correspondence to generate
pseudo ground-truth improves performance over the single-
view method in all metrics and datasets. We also provide
the Fully-Supervised baseline as the upper bound, where
the pseudo ground-truth is 100% accurate.

Table 3. Comparison of online segmentation results under differ-
ent pseudo ground-truth generation techniques (all with LOODL ).

Breakfast (%) IKEA ASM (%)
Training Approach acc acc-bg IoU IoD acc acc-bg IoU IoD
Single-View 35.5 32.5 23.4 48.0 55.3 57.9 34.3 45.5
SV 36.4 34.7 24.8 48.6 55.7 58.3 34.6 45.9
PI 36.2 34.2 24.4 48.1 56.9 59.7 36.8 48.0
WPI 36.6 34.7 25.0 49.1 56.4 59.0 35.9 47.2
Fully-Supervised 41.6 41.2 30.4 52.9 63.5 67.36 44.5 56.9

Table 4. Offline segmentation results with and without multi-view
supervision (same multi-view approaches as in Table1). [27] re-
sults obtained after running the authors’ code on our machine.

Breakfast (%) IKEA ASM (%)
Model acc acc-bg IoU IoD acc acc-bg IoU IoD
CDFL [27] 49.2 44.2 31.0 43.7 59.9 62.0 39.5 50.4
Multi-View CDFL 50.4 46.8 33.3 44.9 60.3 63.5 41.7 52.0

Figure 7. Pseudo ground-truth generated by 3 multi-view infer-
ence techniques during training. The red bar above each single-
view inference result (anchor/auxiliary) indicates their learned
view confidence weight ct at each frame. Each pair of frames
corresponds to the time enclosed by its color-coded dashed box.

In the BD dataset, different views provide more comple-
mentary information as compared to the IAD dataset. This
is attributed to many instances of challenging lighting or oc-
clusion conditions in the BD dataset. Fig. 7 underscores this
fact by showing the pseudo ground-truth generated during
training. Specifically, the bread in the anchor view occludes
the two actions of “cutting bread” and “smearing butter”.
The resulting view confidence weight (red bar) of the aux-
iliary view becomes high for these frames. This allows the
model to exploit the more visible view in the auxiliary video
during these actions, while the anchor view is recognized
as more reliable when the subject “takes an object”. No-
tice how the view confidence weights dictate the selection
of single-view results to form the multi-view WPI outcome.
Meanwhile, the three views of the IAD dataset remain fairly
similar in terms of lighting and no considerable occlusion
occurs in most videos. Hence, weighing views equally in
the PI approach leads to the best results in the IAD dataset.

Weakly-Supervised Offline Segmentation. Table 4
shows how the advantage of multi-view training is further
generalized to weakly-supervised “offline” segmentation.
We selected the open source state-of-the-art offline segmen-
tation method [27] as our baseline. For this experiment, we
trained [27] twice, with and without multi-view supervi-
sion, under the same parameters and random seed.

7. Conclusion

We introduced a framework to address a new problem of
weakly supervised online action segmentation in multi-view
instructional videos. The proposed solutions are formulated
with the insight that offline and multi-view results provide
a rich source of supervision during training which in-turn
improves performance of single view online segmentation
models at test time. Extensive experiments on two bench-
mark datasets demonstrate efficacy of our algorithms.
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