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Abstract

The task of predicting future actions from a video is crucial for a real-world agent interacting with others. When anticipating actions in the distant future, we humans typically consider long-term relations over the whole sequence of actions, i.e., not only observed actions in the past but also potential actions in the future. In a similar spirit, we propose an end-to-end attention model for action anticipation, dubbed Future Transformer (FUTR), that leverages global attention over all input frames and output tokens to predict a minutes-long sequence of future actions. Unlike the previous autoregressive models, the proposed method learns to predict the whole sequence of future actions in parallel decoding, enabling more accurate and fast inference for long-term anticipation. We evaluate our method on two standard benchmarks for long-term action anticipation, Breakfast and 50 Salads, achieving state-of-the-art results.

1. Introduction

Long-term action anticipation from a video is recently emerging as an essential task for advanced intelligent systems. It aims to predict a sequence of actions in the future from a limited observation of past actions in a video. While there exists a growing body of research on action anticipation, most of the recent work focuses on predicting a single action in a few seconds \cite{14–17, 30, 35–37}. In contrast, long-term action anticipation \cite{2, 13, 19, 36} aims to predict a minutes-long sequence of multiple actions in the future. This task is challenging since it requires learning long-range dependencies between past and future actions.

Recent long-term anticipation methods \cite{13, 36} encode observed video frames into condensed vectors and decode them via recurrent neural networks (RNNs) to predict a sequence of future actions in an autoregressive manner. Despite the impressive performance on the standard benchmarks \cite{21, 38}, they have several limitations. First, the encoder excessively compresses the input frame features so that fine-grained temporal relations between the observed frames are not preserved. Second, the RNN decoder is limited in modeling long-term dependencies over the input sequence and also in considering global relations between past and future actions. Third, the sequential prediction of autoregressive decoding may accumulate errors from the precedent results and also increase inference time.

To resolve the limitations, we introduce an end-to-end attention neural network, Future Transformer (FUTR), for long-term action anticipation. The proposed method effectively captures long-term relations over the whole sequence of actions, i.e., not only observed actions in the past but also potential actions in the future. FUTR is an encoder-decoder structure \cite{6, 42} as illustrated in Fig. 1; the encoder learns to capture fine-grained long-range temporal relations between the observed frames from the past, while the decoder learns to capture global relations between upcoming actions in the future along with the observed features from the encoder. Different from the previous autoregressive models, FUTR anticipates a sequence of future actions in parallel decoding, enabling more accurate and faster inference without error accumulations. Furthermore, we employ an action segmentation loss for input frames to learn distinctive feature representations in the encoder. We evaluate FUTR on the
standard benchmarks for long-term action anticipation and achieve new state-of-the-art results on Breakfast and 50 Salads. The main contribution of our paper is four-fold:

- We introduce an end-to-end attention neural network, dubbed FUTR, which effectively leverages fine-grained features and global interactions for long-term action anticipation.
- We propose to predict a sequence of actions in parallel decoding, enabling accurate and fast inference.
- We develop an integrated model that learns distinctive feature representation by segmenting actions in the encoder and anticipating actions in the decoder.
- The proposed method sets a new state of the arts on standard benchmarks for long-term action anticipation, Breakfast and 50 Salads.

2. Related Work

Action anticipation. Action anticipation aims to predict future actions given a limited observation of a video. With the emergence of the large-scale dataset [8, 9], many methods have been proposed to solve next action anticipation, predicting a single future action within a few seconds [14–17, 30, 35–37]. Long-term action anticipation has been recently proposed to predict a sequence of future actions in the distant future from a long-range video [1, 2, 13, 19, 36]. Farha et al. [2] first introduce the long-term action anticipation task and propose two models, RNN and CNN, to tackle the task. Farha and Gall [1] introduce a GRU network to model the uncertainty of future activities in an autoregressive way. They predict multiple possible sequences of future actions at test time. Ke et al. [19] introduce a model that predicts an action in a specific future timestamp without anticipating intermediate actions. They show that iterative predictions of the intermediate actions cause error accumulations. Previous methods [1, 2, 19] typically take action labels of observed frames as input, extracting action labels using the action segmentation model [34]. In contrast, recent work [13, 36] uses visual features as input. Farha et al. [13] propose the end-to-end model of long-term action anticipation, employing the action segmentation model [12] for visual features in training. They also introduce a GRU model with cycle consistency between past and future actions. Sener et al. [36] suggest a multi-scale temporal aggregation model that aggregates past visual features in condensed vectors and then iteratively predicts future actions using the LSTM network. The recent work [13, 36] commonly utilizes RNNs with compressed representation of past frames. In contrast, we propose an end-to-end attention model that anticipates all future actions in parallel using fine-grained visual features of past frames.

Self-attention mechanisms. Self-attention [42] was initially introduced for neural machine translation to mitigate the problem of learning long-term dependencies in RNNs and has been widely adopted in a variety of computer vision tasks [10, 11, 20, 40]. Self-attention is effective in learning global interactions among image pixels or patches in image domains [4, 10, 26, 33, 40, 41, 44, 46, 47]. Several methods employ attention mechanisms in video domains to model temporal dynamics in short-term [3, 5, 11, 20, 32, 45, 48] and long-term videos [17, 24, 29, 31, 49]. Related to action anticipation, Girdhar and Grauman [17] recently introduce the anticipative video transformer (AVT) that uses a self-attention decoder to predict the next action. Unlike AVT, which requires autoregressive transformer predictions for long-term anticipation, our encoder-decoder model effectively predicts a minutes-long sequence of future actions in parallel.

Parallel decoding. The transformer [42] is designed to predict outputs sequentially, i.e., autoregressive decoding. Due to the inference cost, which increases with the length of the output sequence, recent methods in natural language processing [18, 39] replace autoregressive decoding with parallel decoding. The transformer models with parallel decoding have also been used for computer vision tasks such as object detection [6], camera calibration [23], and dense video captioning [43]. We adopt it for long-term action anticipation, predicting a sequence of future actions simultaneously. In long-term action anticipation, parallel decoding not only enables faster inference but also captures bidirectional relations among future actions.

3. Problem Setup

The problem of long-term action anticipation is to predict a sequence of actions for future video frames from a given observable part of a video. Figure 2 illustrates the problem setup. For a video with T frames, the first αT frames are observed and a sequence of actions for the next βT frames is anticipated; α ∈ [0, 1] is an observation ratio of the video while β ∈ [0, 1 − α] is a prediction ratio. The anticipation thus takes the observable frames \( I^{\text{past}} = [I_1, \ldots, I_{\alpha T}] \top \in \mathbb{R}^{\alpha T \times H \times W \times 3} \) as input and predicts a sequence of frame-wise action class labels for the next \( \beta T \) frames, \( S^{\text{future}} = [s_{\alpha T + 1}, \ldots, s_{\alpha T + \beta T}] \top \in \mathbb{R}^{\beta T \times K} \) where K is the number of target actions. Following the previous work [1, 2, 13, 19, 36], we represent \( S^{\text{future}} \) as a sequence of action segments, each of which consists of an action and its duration, and predict a sequence of action class labels \( A = [a_1, \ldots, a_N] \top \in \mathbb{R}^N \times K \) and their durations \( d = [d_1, \ldots, d_N] \in \mathbb{R}^N \) where \( \sum_{j=0}^{N} d_j = 1 \).

For evaluation, the sequence of action segments is translated to that of frame-wise actions; the action label \( s_{\alpha T + t} \) at time \( \alpha T + t \) and that of \( f^{th} \) segment are related by
4. Future Transformer (FUTR)

In this section, we introduce a fully attention-based network, FUTR, for long-term action anticipation. The overall architecture consists of a transformer encoder and a decoder, as depicted in Fig. 3. Section 4.1 explains the encoder, which segments action labels from the fine-grained visual features of past frames, Section 4.2 describes the decoder, which predicts action labels and durations of future frames in parallel decoding, and then Section 4.3 presents the training objective of the proposed method.

4.1. Encoder

The encoder takes visual features as input and segments actions of past frames, learning distinctive feature representations via self-attention.

**Input embedding.** As input to the encoder, we use visual features extracted from the input frames $I^{past}$, which are denoted by $F^{past} \in \mathbb{R}^{aT \times C}$ [13, 36]. We sample frames with a temporal stride of $\tau$, establishing $E \in \mathbb{R}^{T^O \times C}$ where $T^O = \lfloor T/\tau \rfloor$ is the number of sampled frames. The sampled frame features are fed to linear layer $W^F \in \mathbb{R}^{C \times D}$ followed by ReLU activation function to $E$, creating input tokens $X_0 \in \mathbb{R}^{T^O \times D}$:

$$X_0 = \text{ReLU}(EW^F). \tag{2}$$

**Attention.** The encoder consists of the $L_E$ number of encoder layers. Each encoder layer is composed of a multi-head self-attention (MHSA), layer normalization (LN) and feed-forward networks (FFN) with residual connection. We define a multi-head attention (MHA) based on the scaled dot-product attention [42] with input variables $X$ and $Y$:

$$\text{MHA}(X, Y) = [Z_1, \ldots, Z_h]W^O, \tag{3}$$

$$Z_i = \text{ATTN}_i(X, Y), \tag{4}$$

$$\text{ATTN}_i(X, Y) = \sigma \left( \frac{(XW_i^Q)(YW_i^K)^\top}{\sqrt{D/h}} \right) YW_i^V, \tag{5}$$

where $W_i^Q, W_i^K$ and $W_i^V \in \mathbb{R}^{D \times D/h}$ are query, key, and value projection layer at $i$th head, respectively, $W^O \in \mathbb{R}^{D \times D}$ is an output projection layer, $h$ is the number of heads, and $\sigma$ indicates a softmax. MHSA is MHA with the same inputs:

$$\text{MHSA}(X) = \text{MHA}(X, X). \tag{6}$$

The output token $X_{l+1}$ is obtained from the $l$th encoder layer:

$$X_{l+1} = \text{LN}(\text{FFN}(X'_l) + X_l), \tag{7}$$

$$X'_l = \text{LN}(\text{MHSA}(X_l + P) + X_l), \tag{8}$$

where an absolute 1-D positional embeddings $P \in \mathbb{R}^{T^O \times D}$ is added to the input of the $l$th layer $X_l \in \mathbb{R}^{T^O \times D}$ for each MHSA layer.

**Action segmentation.** The final output of the last encoder layer $X_{L_E}$ is utilized to generate action segmentation logits $\hat{S}^{past} \in \mathbb{R}^{T^O \times K}$ by applying a fully-connected (FC) layer $W^S \in \mathbb{R}^{D \times K}$ followed by a softmax:

$$\hat{S}^{past} = \sigma(X_{L_E}W^S). \tag{9}$$

4.2. Decoder

The decoder takes learnable tokens as input, referred to as action queries, and anticipates future action labels and corresponding durations in parallel, learning long-term relations between past and future actions via self-attention and cross-attention.

**Action query.** Action queries are embedded with $M$ learnable tokens $Q \in \mathbb{R}^{M \times D}$. The temporal orders of the queries is fixed to be equivalent to that of the future actions, i.e., the $i$th query corresponds to the $i$th future action. We demonstrate that fixing temporal orders of the queries is effective for long-term action anticipation (Sec. 5.4).

**Attention.** The decoder consists of $L_D$ number of decoder layers. Each decoder layer is composed of an MHSA, a multi-head cross-attention (MHCA), LN, and FFN. The output query $Q_{l+1}$ is obtained from the $l$th decoder layer:
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Figure 3. Overall architecture of FUTR. The proposed method is composed of an encoder and a decoder; each classifies action labels of past frames (action segmentation) and anticipates future action labels and corresponding durations (action anticipation), respectively. The encoder learns distinctive feature representation from past actions via self-attention, and the decoder learns long-term relations between past and future actions via self-attention and cross-attention. For simplicity, we set the number of past frames $\alpha T$ as 5 and the number of object queries $M$ as 5 in this figure. Note that $(X_0)$ and $(Q_i)$ indicate $i^{th}$ index of $X_0$ and $Q_i$, respectively.

\[
Q_{t+1} = \text{LN}(\text{FFN}(Q'_t + Q''_t)), \quad (10)
\]

\[
Q'_t = \text{LN}(\text{MHSA}(Q'_t + Q_t + X_{L.E} + P) + Q'_t), \quad (11)
\]

\[
Q''_t = \text{LN}(\text{MHSA}(Q_t + Q_t)), \quad (12)
\]

where $X_{L.E}$ is the final output of the encoder. Note that action query $Q$ is added to the input of the $l^{th}$ layer $Q_l \in \mathbb{R}^{M \times D}$ for each MHSA layer.

**Action anticipation.** The final output of the last decoder layer $Q_{L.D}$ is utilized to generate future actions logits $\hat{A} \in \mathbb{R}^{M \times (K+1)}$ by applying a FC layer $W^A \in \mathbb{R}^{D \times K+1}$ followed by a softmax and duration vectors $\hat{d} \in \mathbb{R}^{M}$ by applying a FC layer $W^D \in \mathbb{R}^{D}$:

\[
\hat{A} = \sigma(Q_{L.D}W^A), \quad (14)
\]

\[
\hat{d} = Q_{L.D}W^D. \quad (15)
\]

**4.3. Training objective**

**Action segmentation loss.** An auxiliary action segmentation loss is used to learn distinctive feature representations of past actions in the encoder. The action segmentation loss is defined with the cross-entropy loss between target actions $S_{\text{past}}$ and logits $S_{\text{past}}$:

\[
L_{\text{seg}} = -\sum_{i=1}^{T^o} \sum_{j=1}^{K} S_{i,j}^{\text{past}} \log \hat{S}_{i,j}^{\text{past}}. \quad (16)
\]

**Action anticipation losses.** $M$ action queries are matched to the $N$ ground-truth actions to apply action anticipation losses. If none of the future actions is predicted, we let the queries predict a dummy class, ‘NONE’. Action anticipation loss $L_{\text{action}}$ is defined with the cross-entropy between target actions $A$ and logits $\hat{A}$, and duration regression loss $L_{\text{duration}}$ is defined with L2 loss between target durations $d$ and the predicted durations $\hat{d}$:

\[
L_{\text{action}} = -\sum_{i=1}^{M} \sum_{j=1}^{K+1} \mathbb{1}_{i,j} \log \hat{A}_{i,j}, \quad (17)
\]

\[
L_{\text{duration}} = \sum_{i=1}^{M} \mathbb{1}_{\arg\max(A_i) \neq \text{NONE}} (d_i - \hat{d}_i)^2, \quad (18)
\]

where $\delta$ is the position of the first query that predicts NONE and $\mathbb{1}_{i,j}$ is an indicator function that sets to one where the query position $i$ is less than or equal to $\delta$. $\mathbb{1}_{\arg\max(A_i) \neq \text{NONE}}$ is also an indicator function that sets to one where the predicted action of the $i^{th}$ query is not NONE. Note that we apply gaussian normalization to the predicted duration to make summation of the whole durations as 1 following the previous work [2, 13].

**Final loss.** The overall training objective $L_{\text{total}}$ of FUTR is the sum of action segmentation loss $L_{\text{seg}}$, action anticipation loss $L_{\text{action}}$, and duration regression loss $L_{\text{duration}}$. The final loss $L_{\text{total}}$ is defined by

\[
L_{\text{total}} = L_{\text{seg}} + L_{\text{action}} + L_{\text{duration}}. \quad (19)
\]
5. Experiments

5.1. Datasets

We evaluate our method on two standard action anticipation benchmarks: the Breakfast dataset and 50 Salads.

The Breakfast [21] dataset comprises 1,712 videos of 52 different individuals cooking breakfast in 18 different kitchens. Every video is categorized into one of the 10 activities related to breakfast preparation. There exist 48 fine-grained action labels which are used to make up the activities. On average, each video is about 2.3 minutes long and includes approximately 6 actions. All videos were down-sampled to a resolution of 240×320 pixels with a frame rate of 15 fps. The dataset comprises 4 splits of training and test set, and we report the average performance over all the splits following the previous work [2, 13, 36].

The 50 Salads [38] dataset comprises 50 videos of 25 people preparing a salad. The dataset contains over 4 hours of RGB-D video data, annotated with 17 fine-grained action labels and 3 high-level activities. Since 50 Salads is usually longer than Breakfast, each video contains 20 actions on average. Every video in the dataset has a resolution of 480×640 pixels with a frame rate of 30 fps. The dataset comprises 5 splits of training and test set, and we report the average results over all the splits.

5.2. Implementation details

Architecture details. Our model consists of two encoder layers and one decoder layer for Breakfast and two encoder layers and two decoder layers for 50 Salads. We set the number of object queries $M$ to 8 for Breakfast and 20 for 50 Salads since 50 Salads includes more actions than Breakfast in a video. The size of hidden dimension $D$ is set to 128 for Breakfast and 512 for 50 Salads.

Training & testing. We use pre-extracted I3D features [7] as input visual features for both Breakfast and 50 Salads provided by [12]. We sample the I3D features with a stride $\tau$ of 3 for Breakfast and 6 for 50 Salads. In training, we set the observation rate $\alpha \in \{0.2, 0.3, 0.5\}$ and fix the prediction rate $\beta$ to 0.5. We use AdamW optimizer [28] with a learning rate of 1e-3. We train our model for 60 epochs with a batch size of 16, employing a cosine annealing warm-up scheduler [27] with warm-up stages of 10 epochs. In inference, we set the observation rate $\alpha \in \{0.2, 0.3\}$ and prediction rate $\beta \in \{0.1, 0.2, 0.3, 0.5\}$ and measure mean over classes (MoC) accuracy following the long-term action anticipation framework protocol [2, 13, 19, 36].

5.3. Comparison with the state of the art

In Table 1, we compare our methods with the state-of-the-art methods on Breakfast and 50 Salads. The table is divided into two compartments according to the dataset, and each compartment is divided into two sub-compartments according to the input types; the first and the second sub-compartment utilize action labels extracted from the action segmentation model [34] and visual features, respectively. For Breakfast, CNN [2] uses the Fisher vectors [2], and the other models use I3D features [7] as input. For 50 Salads, Sener et al. [36] use the Fisher vectors and Farha et al. [13] use I3D features. As a result, our methods achieve the

<table>
<thead>
<tr>
<th>dataset</th>
<th>input type</th>
<th>methods</th>
<th>$\beta$ ($\alpha = 0.2$)</th>
<th>$\beta$ ($\alpha = 0.3$)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>0.1</td>
<td>0.2</td>
</tr>
<tr>
<td>Breakfast</td>
<td>label</td>
<td>RNN [2]</td>
<td>18.11</td>
<td>17.20</td>
</tr>
<tr>
<td></td>
<td>label</td>
<td>Time-Cond. [19]</td>
<td>18.41</td>
<td>17.21</td>
</tr>
<tr>
<td></td>
<td>features</td>
<td>FUTR (ours)</td>
<td>27.70</td>
<td>24.55</td>
</tr>
<tr>
<td>50 Salads</td>
<td>label</td>
<td>UAAA (mode) [1]</td>
<td>24.86</td>
<td>22.37</td>
</tr>
<tr>
<td>50 Salads</td>
<td>label</td>
<td>Time-Cond. [19]</td>
<td>32.51</td>
<td>27.61</td>
</tr>
<tr>
<td>50 Salads</td>
<td>features</td>
<td>Temporal Agg. [36]</td>
<td>25.50</td>
<td>19.90</td>
</tr>
<tr>
<td>50 Salads</td>
<td>features</td>
<td>Cycle Cons. [13]</td>
<td>34.76</td>
<td>28.41</td>
</tr>
<tr>
<td>50 Salads</td>
<td>features</td>
<td>FUTR (ours)</td>
<td>39.55</td>
<td>27.54</td>
</tr>
</tbody>
</table>

Table 1. Comparison with the state of the art. Our models set a new state of the art on Breakfast, and 50 Salads. The numbers in bold-faced and in underline indicates the highest and the second highest accuracy, respectively.
state-of-the-art performance in all experimental settings on Breakfast and 6 out of 8 settings on 50 Salads, respectively, using visual features only.

### 5.4. Analysis

We conduct in-depth analyses to validate the efficacy of the proposed method. In the following experiments, we evaluate our method on the Breakfast dataset setting the observation ratio $\alpha$ as 0.3. Unless otherwise specified, all experimental settings are the same as those in Sec. 5.2. Further experimental details are indicated in Supp. A.

**Parallel decoding vs. autoregressive decoding.** To validate the effectiveness of parallel decoding for long-term action anticipation, we compare our method with two FUTR variants with different decoding strategies. The first variant FUTR-A autoregressively anticipates future actions using predicted action labels with masked self-attention, and FUTR-M anticipates future actions using action queries with masked self-attention. All the reported inference speeds are measured on a single RTX 3090 GPU, ignoring data loading time. We feed a single video on GPU and take an average on the test set, except the first ten samples as a warm-up stage for stable inference time [25].

We investigate the effect of learning long-term temporal dependencies between past and future actions by comparing global self-attention (GSA) and local self-attention (LSA) [33]. We build a FUTR variant that computes LSA in both the encoder and the decoder, and then replaces LSA with GSA one by one. We set the window sizes of LSA in the encoder and the decoder as 201 and 3, respectively, where only local area within the window size is utilized for MHA.

The results in Table 3 validate the efficacy of using GSA in long-term action anticipation. From the 1st and 2nd rows, we observe that replacing LSA with GSA in the encoder improves the accuracy by 1.7-3.1%. The result verifies that learning the global context between past frames is crucial. As we replace LSA with GSA in the decoder from the 1st and 3rd rows, we find consistent accuracy improvement by 0.7-0.9%. We find that learning global temporal relations between action queries is also essential for anticipating a sequence of future actions. Finally, we replace all LSA to GSA in both the encoder and the decoder from the 1st and 4th rows, which brings significant improvements by 4.3-5.5%, achieving the best accuracy. These results demonstrate the importance of learning long-term relations between the observed actions in the past and potential actions in the future.

**Output structuring.** To obtain the final output, we consider the action queries as an ordered sequence and train FUTR to predict an action label and its duration from each in the sequence of action queries; in training, the ground truths of label and duration are directly assigned to the output.
puts of the queries in the sequential order. To validate the effectiveness of this output structuring strategy, we compare it with two FUTR variants with different output structuring methods. FUTR-S is a variant of our method that is trained to predict a temporal window of starting and ending points, instead of a duration, from each in the query sequence. In inference, the predicted start-end windows are merged with priority according to classification logits; the most confident action labels are assigned to overlapping regions of windows. FUTR-H is a DETR-like variant [6] that considers the action queries as an unordered set, not a sequence, and predicts a start-end window from each in the query set. In training, the ground truths are assigned to the outputs of the queries by the Hungarian matching [22]. The matching cost function is defined as the sum of negative class probability and a window loss. The Hungarian matching loss is defined as the sum of the action anticipation loss and the window loss. See Supp. A for the details.

Table 4 shows the performances of the two variants and ours. The comparison between FUTR-S and FUTR-H shows that the sequential ground-truth assignment is more effective in training than the Hungarian assignment, which implies that the fixed sequence of action queries facilitates to capture temporal dependencies in a more effective manner. The comparison between FUTR and FUTR-H finds that the duration regression is more effective than the start-end regression, achieving a significant accuracy gain.

Loss ablations. In Table 5, we evaluate the effectiveness of action segmentation loss. As a result, action segmentation loss significantly improves the performance, indicating that recognizing past frames plays a crucial role in anticipating future actions.

Number of action queries. To analyze the impact of the number of action queries \( M \) in FUTR, we adjust the value of \( M \) from 6 to 10. In Table 6, the performance becomes saturated as we gradually increase the number of action queries. By this experiment, we set \( M \) to 8 for Breakfast.

See Supp. C and D for additional analysis and results.

5.5. Attention map visualization

We visualize the cross-attention layers in the decoder in Fig. 4. The vertical and horizontal axis indicates the index of the action queries and input past frames, respectively.
Figure 5. Qualitative results on Breakfast. Each subfigure visualizes the ground-truth labels and predicted results of the FUTR and the Cycle Cons. [13]. We set $\alpha$ as 0.3 and $\beta$ as 0.5 in this experiment. We decode action labels and durations as frame-wise action classes. Each color in the color bar indicates an action label written above.

tire past frames regardless of the position, and also detects key frames of the given activity. More visualization results are shown in Supp. E.

5.6. Qualitative results

Figure 5 shows the qualitative results of FUTR and Cycle Cons. [13], evaluating on long-term action anticipation. In this experiment, we plot the prediction results based on the a sequence of predicted action label and corresponding duration. Each subfigure consists of observed frames, the ground-truth (GT) labels, and prediction results from the two models. Observed frames are uniformly sampled from videos. Figure 5a shows the importance of utilizing fine-grained features for action anticipation. FUTR anticipates ‘take bowl’ action from the observed frames, while Cycle Cons. model anticipates ‘take cup’ action missing fine-grained features, which leads to the error accumulation of the rest of the predictions. Figure 5c validates the robustness of parallel decoding on error accumulations from the previous predictions. Although the two models were wrong in the first anticipation, our model correctly predicts the following action label while Cycle Cons. generates false results during iterative predictions. The results also validates effectiveness of the proposed methods on various activities. See Supp. E for more qualitative results.

6. Conclusion

We have introduced an end-to-end attention neural network, FUTR, which leverages global relations of past and future actions for long-term action anticipation. The proposed method utilizes fine-grained visual features as input and anticipates future actions in parallel decoding, enabling accurate and faster inference. We have demonstrated the advantages of our method through extensive experiments on two benchmarks, achieving a new state of the art on Breakfast and 50Salads. While we have focused on long-term action anticipation in this work, we proposed an integrated model of action segmentation and anticipation in the same framework. We believe that FUTR suggested the direction that enhances comprehension of the actions in long-range videos.
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