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Abstract

The large-scale whole-slide images (WSIs) facilitate the
learning-based computational pathology methods. How-
ever, the gigapixel size of WSIs makes it hard to train a
conventional model directly. Current approaches typically
adopt multiple-instance learning (MIL) to tackle this prob-
lem. Among them, MIL combined with graph convolutional
network (GCN) is a significant branch, where the sampled
patches are regarded as the graph nodes to further discover
their correlations. However, it is difficult to build corre-
spondence across patches from different WSIs. Therefore,
most methods have to perform non-ordered node pooling to
generate the bag-level representation. Direct non-ordered
pooling will lose much structural and contextual informa-
tion, such as patch distribution and heterogeneous patterns,
which is critical for WSI representation. In this paper, we
propose a hierarchical global-to-local clustering strategy to
build a Node-Aligned GCN (NAGCN) to represent WSI with
rich local structural information as well as global distribu-
tion. We first deploy a global clustering operation based
on the instance features in the dataset to build the corre-
spondence across different WSIs. Then, we perform a lo-
cal clustering-based sampling strategy to select typical in-
stances belonging to each cluster within the WSI. Finally,
we employ the graph convolution to obtain the represen-
tation. Since our graph construction strategy ensures the
alignment among different WSIs, WSI-level representation
can be easily generated and used for the subsequent classi-
fication. The experiment results on two cancer subtype clas-
sification datasets demonstrate our method achieves better
performance compared with the state-of-the-art methods.

1. Introduction
Histopathology plays an essential role in the clinical di-

agnosis and understanding of the underlying reasons for

*Equal contribution. Y. Guan interned at Tencent AI Lab.
†Corresponding authors.

specific treatments being deployed [35]. Whole-slide imag-
ing, as the technique that translates the tissue specimens
on glass slides into digital format without losing the tissue
information, provides a comprehensive view of individual
diseases and their effects on human tissues. Nowadays, the
massive amount of whole-slide images (WSIs) makes the
field of computational pathology an important application
scenario for deep-learning-based computer aided diagnos-
tic systems [14, 17, 18, 23, 27, 36, 39].

WSI classification is a fundamental task in digital pathol-
ogy. However, the characteristics of pathological im-
ages pose unique challenges for deep-learning-based ap-
proaches. For example, the ultra-high resolution of WSIs
prevents them from being directly fed into deep neural net-
works due to the huge memory consumption. In addition,
since manual annotations require non-trivial effort and do-
main knowledge from pathologists, usually only slide-level
labels are available and pixel- or region-level annotations
are missing. To tackle these challenges, current methods
often adopt a two-stage multiple-instance learning (MIL)
paradigm. In the first stage, a group of disjoint or overlap-
ping ”tissue patches” cropped from WSIs are encoded into
semantic features using an encoder. Then an aggregation
algorithm is designed to integrate these instance-level fea-
tures to obtain a bag-level (slide-level) representation.

There exist different ways of aggregating patch-level fea-
tures. A simple yet efficient strategy is to directly pool the
patch features in one WSI [12, 42]. However, WSIs con-
tain tissues of varying morphologies and types. Brute force
pooling of all patch features will dilute distinctive features,
thus resulting in an inadequate representation of WSI. Bag
of visual words (BOVW) is another classical method to de-
scribe images, which has been widely used in image repre-
sentation, classification and retrieval [13,44]. It provides an
intuitive way to build descriptions for unstructured image
data. Compared with pooling-based methods, BOVW can
well delineate the global representation of WSI.

Despite the concise and straightforward definition, both
pooling-based and BOVW-based methods are pre-defined
and non-trainable. Recent approaches typically employ at-
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tention mechanisms to aggregate patch-level features, in
which a trainable neural network is used to fit the weights of
instances and then take the weighted average sum of all in-
stance features as WSI representation. However, attention-
based approach is essentially a weighted linear combina-
tion of instances, which lacks the ability to reflect structural
and contextual information of WSIs. Besides, since one
WSI usually contains thousands of patches, the vast number
of redundant patches will make attention-based approaches
computationally costly.

Graph-based MIL approach is another significant branch
for weakly-supervised classification of WSIs, which em-
ploys graphs to model the instance relationship and depict
WSI representation. Graph convolution network (GCN)
provides a powerful analytical paradigm for MIL and
histopathology image, which first selects the important in-
stances using a sampling strategy such as feature similar-
ity, cell density or attention mechanisms, and then con-
structs a graph where graph nodes are selected instances and
edges are the intrinsic relationship among instances [1, 37].
Adopting graphs to represent WSIs can reflect the complex
contextual information, establish the dependency relation-
ship between patches and reduce the gap between different
data, which can be important for WSI diagnosis. However,
existing graph-based WSI classification methods cannot en-
sure the correspondence of graphs nodes derived from dif-
ferent WSIs, which results in performing non-ordered pool-
ing for global representation and classification.

In order to retain local structural information as well
as global distribution, we propose a hierarchical global-
to-local clustering strategy to build a Node-Aligned GCN
(NAGCN§) for whole-slide image representation and classi-
fication. First, to filter out redundant information and select
discriminative instances, we borrow the idea from BOVW
and construct a codebook by leveraging a global clustering
operation to instance features in the dataset. The codebook
is comprised of amounts of visual words, where each vi-
sual word corresponds to a specific tissue type. Through
the global clustering, we can divide instances from WSI
bags into distinct sub-bags (each sub-bag corresponds to
a visual word) and build correspondence across different
WSIs at the sub-bag level. Second, we perform a lo-
cal clustering-based sampling strategy to select typical in-
stances within sub-bags for each WSI and use them as graph
nodes. Finally, different from BOVW which only uses a
non-trainable frequency histogram to represent WSIs, we
deploy the node-aligned graph to achieve trainable WSI em-
beddings. Since our graph construction strategy ensures the
alignment among different WSIs, WSI-level representation
can be easily generated, which can be used for the subse-
quent classification.

We summarize our technical contributions as follows:

§GitHub repository: https://github.com/YohnGuan/NAGCN

1. We introduce a novel node-aligned GCN for WSI rep-
resentation and classification with only slide-level an-
notations. Compared with other graph-based MIL
methods that have to perform non-ordered pooling to
generate slide-level representation, our aligned graphs
can establish node correspondence among WSIs, thus
having more options to get the global representation,
such as flattening the nodes.

2. We leverage global clustering to divide instances from
WSI bags into distinct sub-bags and achieve corre-
spondence at the sub-bag level across different WSIs.
The pre-built codebook can well distinguish the patho-
logical structures and partially reflect the tissue distri-
bution.

3. We propose a local-clustering-based sub-bag genera-
tion strategy, which can sparsely sample typical in-
stances within sub-bags. Combined with global clus-
tering, the hierarchical global-to-local clustering can
retain both local structural information and global dis-
tribution.

2. Related Work
Depending on at which level the classifier is adopted,

MIL-based methods can be divided into two paradigms:
instance-level and embedding-level [2]. Instance-level
methods first utilize instance classifiers to predict the in-
stance label, then aggregate these labels to generate the bag-
level label following standard multiple-instance (SMI) as-
sumption [2]. For embedding-level MIL methods, instances
are first encoded to get semantic features, then the extracted
features are aggregated to obtain the bag-level representa-
tion. In this section, only embedding-level MIL methods are
discussed since instance-level approaches only focus on lo-
cal information, whereas the global representation of WSIs
is essential for the slide-level classification.

2.1. Conventional Bag Representation Approaches

Conventional bag representation methods adopt hand-
crafted aggregators. Pooling is one of the most com-
mon strategies. Pooling-based approaches aggregate all in-
stances within a bag indiscriminately, which leverages max-
imum or average operation along the feature dimension to
get the integrated feature. Obviously, pooling-based rep-
resentation lacks the ability to distinguish instances and
makes the obtained global representation inadequate. Bag
of visual words (BOVW) [33] provides an intuitive way
to build descriptions for unstructured image data and has
been widely used for pathological image classification and
retrieval [11, 13, 44]. Akin to multiple-instance learning,
BOVW takes each WSI as a bag containing many instances.
Specifically, BOVW constructs a codebook by clustering in-
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stances in the dataset, then assigns each instance to a spe-
cific visual word through nearest neighbor. The frequency
histogram of the visual words is then used as the global
representation. BOVW is insensitive to image scale, which
makes it well suited for ultra-high resolution WSIs. How-
ever, BOVW only considers the frequency of words occur-
rence, which is inadequate for accurate WSI representation.
Yet, all handcrafted aggregation methods are not trainable,
which cannot well fit the complex application scenarios.

2.2. Attention-based MIL Approaches

Recently, leading-edge techniques adopt attention mech-
anism into MIL to tackle the weakly-supervised classifica-
tion problem [5,15,19,25,26,32,40]. In essence, attention-
based approach is to identify the contribution of each patch
in the bag to the collective representation using a trainable
neural network. Then the contributions of patches (are also
called attention scores) are used to perform a weighted sum
to get the global representation. For example, Ilse et al. [19]
use a neural net to fit the importance of instance features as
the attention score and obtain the bag-level representation
by weighted sum. Li et al. also propose a dual-stream at-
tention architecture [25], where the first stream selects the
critical instance and the second stream determines the at-
tention score of each instance through its distance to the
critical instance. The outputs of two streams are averaged
to generate the global representation of WSI. Xie et al. [40]
cluster tiles of WSIs into K parts. The proposed method
samples a single instance from each part, and uses the sam-
pled K instances to represent one WSI. In [32], Sharma et
al. adopt a local clustering operation to expose the model
to diverse discriminative patches. The model performs a
local clustering for each WSI, and samples instances from
the clustering centroids before every epoch. However, local
clustering performing on one WSI cannot guarantee the cor-
respondence of clustering centroids among different WSIs.
In this work, we combine global clustering and local clus-
tering operation together to ensure the correspondence re-
lationship and sample typical instances, which can be used
to build the node-aligned graph. For all these methods, the
weighted linear combination of instances limits the ability
to obtain global contextual and structural information.

2.3. Graph-based MIL Approaches

Graph-based approaches have been widely utilized in
computational pathology for multiple tasks [1, 4, 30, 37, 41,
45]. In computational pathology, a WSI can be abstracted as
a graph, where the graph nodes represent biological struc-
tures (cells or tissue patches), and the graph edges reflect the
internal relationships among biological structures. Due to
the good property in relation-aware representations, graph
provides a powerful tool to represent the biopsy slides in
non-Euclidean space. According to the node level, WSI
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Figure 1. Illustration of correspondence in WSI graph represen-
tation. Top: Conventional tissue-graph representation. Bottom:
Our proposed graph construction strategy.

graphs can be divided into cell-graphs and tissue-graphs.
Cell-graph approaches [20, 34, 46] first detect the nuclei
in the WSI using a detection network, followed by edge
building based on spatial distance, which can well depict
the cell micro-environment. For tissue-graph methods [45],
the graph nodes are tissue patch features and the graph
edges are connected based on the underlying relationships
(such as feature similarity and spatial distance). [37] firstly
combined graph neural network (GNN) with MIL to model
the structural information among instances. The proposed
algorithm treats each bag as a graph where instances are
taken as graph nodes and edge connection is based on Eu-
clidean distance. Zhao et al. [45] proposed a GCN-based
MIL framework for lymph node metastasis prediction. The
framework adopts a feature selection module based on his-
togram and maximum mean discrepancy to select the most
relevant instances. Then, a spectral-GCN [10] followed by
SAGPool [24] is employed to generate the slide-level rep-
resentation. However, all these approaches do not consider
the node correspondence in different WSI graphs. As il-
lustrated in Figure 1, in those methods nodes from differ-
ent WSI graphs may have different amounts and topological
orders. To map these graphs to a fixed-length embedding,
all these methods will inevitably employ non-ordered graph
pooling operations, which will result in a loss of represen-
tation performance. In the light of BOVW, we build a node-
aligned graph using a pre-built codebook, where the corre-
spondence is ensured by the pre-formulated visual words.

3. Method
In this section, we present our overall framework for

weakly-supervised multiple-instance learning, illustrated in
Figure 2. The proposed framework consists of three compo-
nents: instance sampling and encoding, hierarchical global-
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Figure 2. Overview of NAGCN. The proposed framework consists of 1) instance sampling and encoding, 2) hierarchical global-to-local
clustering, 3) slide-level representation and classification. Patches are extracted from WSIs and fed into an encoder to generate the instance-
level features. Then, the hierarchical global-to-local clustering is performed using the instance-level features to construct the node-aligned
graphs. We leverage a novel graph construction strategy and a GCN to model the slide-level representation.

to-local clustering, and WSI-level graph representation.

3.1. Problem Formulation

Conventional MIL problem follows the standard
multiple-instance (SMI) assumption [2]: A bag label is pos-
itive if and only if the bag contains at least one positive in-
stance (i.e., an instance belongs to a certain target positive
class), otherwise the bag label is negative. However, some
of the WSI-level prediction problems are not applicable to
the conventional SMI assumption, which rely on both the
global and local representation of the entire slide.

In the context of weakly-supervised pathology image
classification problem, we can consider each WSI as a
bag consisting of multiple patches. Specifically, let W =
{p1, p2, ..., pn} be a WSI which can be cut into a multitude
of patches pj (n is the number of sampled patches and pj

denotes j-th patch), the corresponding slide-level label is Y
while the patch-level labels are unknown. The procedure of
embedding-based MIL paradigm for pathology image clas-
sification is involved in the following steps:

1. A patch extraction strategy that samples patches
{p1, p2, ..., pn} from WSI W and an instance encoder
to generate instance features f j = ϵ(pj) and form the
WSI bag B = {f1, f2, ..., fn} in the encoding space.

2. An instance embedding aggregation strategy to inte-
grate instance-level features and generate the global
representation g = ρ(B). For graph-based MIL, the
aggregation strategy first constructs graph G for the
bag, and then embeds the graph-level representation g
through GCN and graph pooling.

3. A bag-level classifier for the aggregated global repre-
sentation Ŷ = ξ(g).

3.2. Instance Encoding&Codebook Construction

Since the background in WSI occupies a significant por-
tion and does not contribute to the WSI prediction, a fore-

ground segmentation method is first adopted for the slide
thumbnail to extract the tissue. WSI format data are usu-
ally stored as image pyramids, with each layer correspond-
ing to a specific magnification and physical resolution of
the digital biopsy sections. We extract the non-overlapping
foreground patches with a fixed size at a particular magnifi-
cation (e.g., 20x) as the multiple instances of the WSI. Each
instance represents a local tissue region in the WSI, and the
integration of these instances generates the slide-level rep-
resentation of the WSI.

Let D = {W1,W2, ...,WN} be the training dataset that
includes N WSIs. After pre-processing, each WSI Wi

(Wi denotes i-th WSI in the dataset) is cropped into non-
overlapping instances, where Wi = {p1i , p2i , ..., pni }, and
n is the number of sampled patches (n can vary for dif-
ferent WSIs.). A pre-trained deep neural network is then
adopted to encode each instance pji (pji denotes j-th in-
stance in Wi) into a fixed dimensional vector f j

i ∈ RL×1

to capture the semantic information of the patch. Af-
ter instance encoding, we transform the dataset into the
encoding space Df = {B1, B2, ..., BN}, where Bi =
{f1

i , f
2
i , ..., f

n
i } ∈ Rn×L. Then we generate a global code-

book C = (vw1, vw2, ..., vwKG
) by performing K-means

clustering to all the encoding features in Df . In this work,
we use the term “visual word” vw to represent the global
cluster category. The constructed codebook divides the fea-
ture space into KG sub-spaces, each corresponding to a vi-
sual word used to represent biopsy tissues with different
structural, textural, and pathological properties. Note that
only training dataset instances are used for codebook con-
struction to prevent data leakage.

3.3. Node-aligned Graph MIL

3.3.1 Graph Construction

In this work, we propose a heuristic tissue-graph con-
struction strategy in the light of BOVW model. Differ-
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Figure 3. Illustration of the proposed graph construction process. First we look up the global codebook to divide the WSI bag into KG

sub-bags where each sub-bag denotes a specific visual word. Then local clustering is performed within each sub-bag to select a certain
number of typical instances. The instances in the sampled WSI bag are taken as graph nodes and we connect the instance nodes using both
inner-sub-bag edges (colored lines) and outer-sub-bag edges (black lines).
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Figure 4. Illustration of the sub-bag pooling module. After GCN
we obtain the encoded WSI graphs aligned at the sub-bag level.
To generate slide-level representation, we pool the features within
each sub-bag and connect the pooled sub-bag level features in the
visual word order. Zero vectors (indicated as dashed lines) are
used to fill in the positions corresponding to empty sub-bags.

ent from existing state-of-the-art graph-based MIL meth-
ods [37, 45], NAGCN can ensure feature alignment from
different WSI graphs through a hierarchical global-to-local
clustering strategy and an adjacency relationship construc-
tion mechanism, as illustrated in Figure 3.

Our proposed hierarchical global-to-local clustering
strategy can screen out discriminative instances as graph
nodes and achieve correspondence among different WSI
graphs. It consists of a global clustering part and a local
clustering part. Global clustering operation is the above-
mentioned codebook construction, which performs cluster-
ing to all instance features in the training dataset. BOVW
represents the WSI as the frequency histogram of visual
words, where each bin/bucket of the histogram corresponds
to a visual word, and the count of each bin corresponds to
the number of instances in the bag belonging to this visual
word. Similar to BOVW, we first look up the pre-built code-
book and match each instance feature in the WSI bag with

its nearest visual word. Through the codebook, the WSI bag
is divided into KG sub-bags, where each sub-bag contains
the instances belonging to the same visual word. Since all
WSI bags in the dataset share the same codebook, the graph
node correspondence can be achieved at the sub-bag level.
Clustering only at the global level can probably result in the
loss of fineness due to millions of instances in our dataset. A
local clustering sampling strategy is then performed to sam-
ple a fixed number of distinct instances inside each sub-bag.
As shown in Figure 3, after global clustering a WSI bag B
is divided into KG sub-bags B = {sub1, sub2, ..., subKG

}
and each sub-bag subk (subk denotes the k-th sub-bag in
B) contains instances belonging to the same visual word
vwk. For local clustering sampling, K-means clustering is
conducted independently within each sub-bag subk to di-
vide these patches into Sk bins and we randomly select one
instance for each bin. Specifically, Sk is set to a random
number within [5, 25] to augment the data during training.
In inference, Sk is set to a fixed value. After that in each
WSI bag B ∈ Rn×L, we extract V =

∑KG

k=1 Sk instances
to generate the sampled WSI bag X ∈ RV×L for graph
construction.

We propose two kinds of edges to form the graph con-
nection relationship: inner-sub-bag edges and outer-sub-
bag edges. All instances belonging to the same sub-bag are
interconnected to formulate the inner-sub-bag edges. For
outer-sub-bag edges, each node is connected to its Ne near-
est nodes through Euclidean distance. Inner-edge enables
node feature communication within the sub-bag, while the
outer-edge enables the information propagation among in-
stances belonging to different visual words, which models
the heterogeneous pattern. Since global clustering is usually
sparse, which can leave many sub-bags empty in a WSI, null
nodes (zero vector) are used to indicate that the correspond-
ing sub-bag is empty and we do not connect null nodes to
any others.

After that, we generate the input graph G for each WSI
bag B as:

G = Graph(X,A), (1)
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where X ∈ RV×L represents node feature matrix (the sam-
pled WSI bag) and A ∈ {0, 1}V×V denotes the adjacency
matrix of G.

3.3.2 Graph Convolution and Bag Representation

Through the above-mentioned graph construction strategy,
graphs from different WSIs can achieve correspondence re-
lationships at the sub-bag level. The constructed graphs are
fed into a GCN to conduct information passing over the
graph. The output graph of GCN has the same node counts
and orders as the input graph, which can be denoted as:

Z = GCN(Graph(X,A)), (2)

where Z ∈ RV×L′
is the node feature matrix of the output

graph and L′ is the output feature dimension. As illustrated
in Figure 4, after GCN we adopt a sub-bag pooling mod-
ule, which performs pooling operation to the node features
within the same sub-bag. The pooled graphs are then flat-
tened in the visual word order to get a fixed-length vector
g ∈ RKGL′×1, which can be used as the slide-level repre-
sentation for the WSI classification.

4. Experiments

4.1. Dataset

The public pathology datasets greatly facilitate the de-
velopment of computational pathology. In this work, the
experiments are in whole based upon The Cancer Genome
Atlas (TCGA) repository§.

To evaluate the proposed approach, we construct two
representative and clinically meaningful weakly-supervised
cancer subtype classification datasets based on TCGA:
TCGA non-small cell lung cancer (TCGA-NSCLC) and
TCGA renal cell carcinoma (TCGA-RCC). NSCLC is one
of the most common primary lung cancer types, which con-
tains two cancer subtypes: Lung Adenocarcinoma (LUAD)
[6] and Lung Squamous Cell Carcinoma (LUSC) [28].
We select 873 WSI digital slides from TCGA to build
the TCGA-NSCLC dataset, which consists of 451 LUAD
slides and 422 LUSC slides. RCC contains three com-
mon cancer subtypes: Kidney Chromophobe Renal Cell
Carcinoma (KICH) [8], Kidney Renal Clear Cell Carci-
noma (KIRC) [7] and Kidney Renal Papillary Cell Carci-
noma (KIRP) [29]. Our dataset consists of a total of 726
WSI digital slides, with 118 KICH slides, 390 KIRC slides
and 218 KIRP slides. During dataset construction, we re-
moved all the frozen section digital slides and only pre-
served formalin-fixed paraffin-embedded hematoxylin and
eosin (H&E) slides due to the poor quality of frozen slides.

§https://www.cancer.gov/tcga

4.2. Implementation Details

4.2.1 Patch Extraction

First, we use Otsu’s method for foreground tissue extrac-
tion. To capture detailed information of the images, we ex-
tract a series of non-overlapping patches at 20× with size
256×256 which contains more than 50% foreground tissue.
Since some WSI slides in TCGA may not contain the pyra-
mid layer at 20×, we first extract patches at 40× with size
512×512, then resize them to 256×256 with bicubic inter-
polation. Finally, each WSI contains an average of 13904
patches for NSCLC and 14116 patches for RCC.

4.2.2 Networks

In our proposed framework, ResNet-50 [16] pre-trained
by ImageNet1024 is adopted as the instance-level feature
extraction backbone, which encodes 256 × 256 instance
patches into 1024-dimensional vectors. All the clustering
operations are performed upon the 1024-dimensional vec-
tor. For codebook construction, mini-batch K-means algo-
rithm is performed with K-means++ [3] center initialisation.
We deploy a three-layer graph convolutional network [22],
with each layer followed by a ReLU activation, for feature
propagation among nodes. The sub-bag pooling module is
a pooling layer used to pool the node features within the
same sub-bag. After sub-bag pooling the graph is flattened
to generate the slide-level representation. A two-layer fully
connected net is adopted as the classifier head.

4.2.3 Training and Evaluation

Cross Entropy loss and Adam [21] were adopted to opti-
mise our model. The batch size was 256 and we set the
learning rate as 5 × 10−5 with a linear decay. Our experi-
ments used L2-regularization 5×10−3 and dropout rate 0.4
to mitigate model overfitting. To prevent information leak-
age, codebook construction is only performed on instances
in the training dataset, and WSI graph construction is based
upon this pre-built codebook during both training and infer-
ence. In our experiment, KG is set to 100. During training,
Sk is set to a random number within [5, 25] and in inference
Sk is set to 25. We set the number of outer-sub-bag edges
Ne to 5 for each graph node. The feature dimension of out-
put graph nodes L′ is 16. After sub-bag pooling and flat-
tening we can get a 1600 dimension vector for graph-level
representation. All experiment results are obtained through
5-fold cross validation.

Accuracy and Area under the Curve of ROC (AUCROC)
are used to evaluate the classification performance of differ-
ent approaches. All the experiments are implemented using
PyTorch [31] on a workstation with two Nvidia V100 GPUs
and an Intel Xeon Gold 6133 CPU.
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Figure 5. Visualisation of hierarchical clustering sampling strategy. Total two WSIs are presented. For each WSI, (a) thumbnail, (b)
clustering heatmap, (c) examples of the sampled WSI sub-bags, (d) frequency histogram. For (c), different colored boxes represent sub-
bags containing typical patches corresponding to specific tissue types (VW05: tumor cells, VW08: immune cells, VW11: stromal regions).

5. Results and Discussions

5.1. Visualisation of Hierarchical Global-to-local
Clustering Strategy

Figure 5 shows the examples of hierarchical global-to-
local clustering sampling strategy. To visualize the perfor-
mance of global clustering, we overlay the visual word la-
bels computed for each instance to form a heatmap. The fre-
quency histograms are also presented to describe the overall
distribution of instances. In addition, we select some typical
visual words (sub-bags) to visualize the sampled WSI bags,
which are also presented in Figure 5.

Overall, we observe that the hierarchical global-to-local
clustering sampling strategy can reflect global distribu-
tion as well as local structures in pathological images and
achieve instance alignment in the sub-bag level. From
the heatmap, we can see that the global clustering result
shows a high correspondence with the WSI tissue struc-
tures, which indicates that the pre-built codebook in the em-
bedding space can well distinguish the pathological struc-
tures of WSIs. We observe that the clustering-based sam-
pling strategy can divide WSI bags into distinct phenotype
groups, where each visual word corresponds to a specific
tissue type. Hence, the sampled instances can achieve cor-
respondence among different WSI bags. Besides, extensive
studies [9, 43] have validated that cancer development is
highly correlated with abnormal stromal development and
immune cell growth. Our sampled WSI bags can reflect
global-wise and local-wise heterogeneous patterns, and thus
better represent the slide-level information of WSI.

5.2. Comparison with State-of-the-art Methods

We conduct a comprehensive comparison of NAGCN
with several state-of-the-art MIL approaches used in com-
putational pathology on two representative cancer sub-
type classification datasets. The comparison methods in-
clude: (1-2) Max&Mean pooling, (3) Bag of Visual words
(BOVW), (4) ABMIL [19], (5-6) CLAM with single-
branch (CLAM-SB) and multi-branch (CLAM-MB) [26],
(7) DSMIL [25], (8) C2C [32]. For fairness of compari-
son, we use ResNet50 [16] as the instance-level feature en-
coder for all methods. All approaches are evaluated using
the same 5-fold cross-validation splits.

As shown in Table 1, NAGCN achieves the overall best
performance. Our method improves over 8.7% in accu-
racy and 6.8% in AUCROC compared to conventional MIL
methods (pooling and BOVW), which demonstrates the im-
portance of trainable global representations for WSI classi-
fication tasks. Both CLAM and C2C outperforme ABMIL,
which illustrates the effectiveness of the clustering-based
sampling strategy. Our approach combines global cluster-
ing and local clustering together, while realizing both node
alignment and feature filtering, thus improving about 4.0%
in accuracy and 2.0% in AUCROC. DSMIL had poorer per-
formance compared with our method since the attention
mechanism lacks the ability to reflect structural and con-
textual information.

5.3. Ablation Study

5.3.1 Effect of Modules in NAGCN

Our proposed work can be divided into three main parts: (1)
Global-clustering-based codebook construction (GC), (2)
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Table 1. The comparison between NAGCN and SOTA methods.

TCGA-NSCLC TCGA-RCC
Accuracy AUCROC Accuracy AUCROC

Max pooling 0.815 0.884 0.887 0.959
Mean pooling 0.753 0.805 0.814 0.943

BOVW 0.774 0.823 0.847 0.957
ABMIL 0.860 0.921 0.906 0.977

CLAM-SB 0.861 0.936 0.900 0.988
CLAM-MB 0.862 0.932 0.914 0.989

DSMIL 0.874 0.949 0.911 0.986
C2C 0.873 0.938 0.919 0.987

NAGCN 0.902 0.952 0.954 0.992

Local-clustering-based sub-bag generation strategy (LC),
(3) graph convolution network and sub-bag level node
feature pooling (GCN). Ablation study was performed to
validate the effectiveness of these components using the
TCGA-NSCLC dataset. During the ablation study, we set
KG as 100, Sk as 15 and Ne as 5.

To verify the criticality of node alignment for graph rep-
resentation, we perform local clustering for each WSI bag
respectively to generate unaligned sub-bags as an alterna-
tive to global codebook construction. As shown in Table 2
(A) and (C), node alignment strategy can improve accuracy
with 4.1% and AUCROC with 2.6%. Besides, the com-
parison between (B) and (A) indicates that local-clustering-
based sub-bag generation can bring improvement to the re-
sults. We also directly use the sampled WSI bags with-
out graph construction and replace GCN with (D) attention
modules and (E) max pooling to confirm the power of graph
to model the instance correlations and structural informa-
tion. As shown in Table 2, graph and GCN can improve
accuracy by 5.2% and 8.3%, AUCROC by 3.9% and 6.1%,
respectively.

Table 2. Effects of model modules in NAGCN.

Modules Accuracy AUCROC

(A) GC + LC + GCN (Ours) 0.896 0.946
(B) GC + Random sampling + GCN 0.889 0.945
(C) Unaligned sub-bags + GCN 0.855 0.920
(D) GC + LC + attention 0.844 0.907
(E) GC + LC + max pooling 0.813 0.885

5.3.2 Effect of Model Hyper-parameters

We now systematically explore the effect of model hyper-
parameters in NAGCN on TCGA-NSCLC dataset. We will
discuss the impact of the following model parameters: (1)
number of visual words and (2) number of outer-sub-bag
edges for each node.

As shown in Figure 6(a), more visual words will allow
global clustering to divide the embedding space more finely,
thus improving the model performance. As the number
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Figure 6. Performance of cancer subtype classification with differ-
ent model hyper-parameters on TCGA-NSCLC dataset. Compar-
ison results with the different number of (a) visual words and (b)
outer-sub-bag edges for each node.

of visual words increases, the model performance growth
tends to level off, which indicates that the codebook is suf-
ficient to characterize patches in the dataset. From Figure
6(b) we can see that the increase in the number of outer-
sub-bags leads to a slight decrease in performance, which is
caused by the over-smoothing during graph convolution.

5.3.3 Improvement with Self-supervised Learning

To further explore the potential of self-supervised learning
for NAGCN performance improvement, we implement a
self-supervised model for pathological images according to
[38] and adopt it as the instance-level encoder. We compare
the performance using both ImageNet pre-trained model
and self-supervised model on the TCGA-NSCLC dataset.
With the same parameter settings, the self-supervised model
achieves higher performance, including the accuracy of
0.928 and AUC of 0.972. The self-supervised model can
improve over 3% in accuracy and AUC, which further vali-
dates the scalability of NAGCN.

6. Conclusion

In this work, we present the Node-Aligned GCN
(NAGCN) for weakly-supervised WSI representation and
classification. Our approach proposes a novel graph con-
struction strategy based on a hierarchical global-to-local
clustering, which not only retains both local structural infor-
mation and global distribution, but also enables the align-
ment of different WSIs, thus avoiding non-ordered pool-
ing to obtain the bag-level representation. A limitation in
our current study is that the performance of our method re-
lies heavily on the effectiveness of codebook construction.
When the instance-level representation is not sufficiently ro-
bust or the region of interest is less occupied, the represen-
tational ability of WSI graphs may be compromised. Future
work would focus on how to achieve joint feature extraction
and global clustering.
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