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Abstract

Neural Radiance Fields (NeRF) has achieved unprece-
dented view synthesis quality using coordinate-based neu-
ral scene representations. However, NeRF’s view depen-
dency can only handle simple reflections like highlights but
cannot deal with complex reflections such as those from
glass and mirrors. In these scenarios, NeRF models the
virtual image as real geometries which leads to inaccurate
depth estimation, and produces blurry renderings when the
multi-view consistency is violated as the reflected objects
may only be seen under some of the viewpoints. To over-
come these issues, we introduce NeRFReN, which is built
upon NeRF to model scenes with reflections. Specifically,
we propose to split a scene into transmitted and reflected
components, and model the two components with separate
neural radiance fields. Considering that this decomposition
is highly under-constrained, we exploit geometric priors
and apply carefully-designed training strategies to achieve
reasonable decomposition results. Experiments on various
self-captured scenes show that our method achieves high-
quality novel view synthesis and physically sound depth es-
timation results while enabling scene editing applications.

1. Introduction

Photorealistic novel view synthesis (NVS) from unstruc-
tured image collections is crucial to creating immersive
virtual experiences. Despite having achieved significant
progress in controlled settings, challenges still exist in han-
dling light transport at the surface of different materials. For
example, reflections caused by glass or mirrors commonly
exist in real-world scenes, posing great difficulties for novel
view synthesis due to the severe view-dependent effects.

Neural Radiance Fields (NeRF) [12], as an emerging
technique in this field, has achieved impressive view syn-
thesis quality by adopting volumetric representations with
coordinate-based neural networks. By conditioning radi-
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Figure 1. NeRF models the stable reflection image as real ge-
ometries rather than view-dependent effect of the points on the re-
flective surface. We illustrate two problems NeRF may encounter
when modeling scenes with complex reflections: (1) inaccurate
depth estimation in reflective regions, as in (a) and (b); (2) inac-
curate rendering when the multi-view consistency is violated, as
in the magnified area in (b). NeRFReN tackles these problems
by modeling the transmitted and reflected component of the scene
with separate NeRFs, and synthesizing views in the image domain
(bottom). See Sec. 3.1 for more detailed analysis.

ance on both coordinates and viewing directions, NeRF is
able to faithfully handle view-dependent effects like high-
lights. However, in the presence of severe reflections that
contain a stable virtual image other than highlights, NeRF
tends to model the scene geometry behind the reflective sur-
face as translucent (like fogs) and regard the reflected ge-
ometries as appearing at some virtual depth. The reason
is that NeRF does not explain the view-dependency of a
reflecting surface point by changing the color of this very
point when viewed from different directions, but explain it
by utilizing all the spatial points behind it along the cam-
era ray to get the correct color through volume rendering
as in Eq. (2), resulting in foggy geometries and physically
wrong depth. Although this works well for view synthesis
in certain scenarios, there are two inherent limitations: (1)
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it is hard to estimate the correct scene geometry, prevent-
ing it from further explanations or editing; (2) inaccurate
renderings are generated when the multi-view consistency
does not hold since the reflected objects may only be seen
in some of the images, which limits the views NeRF can
correctly synthesize.

To this end, we propose NeRFReN, which enhances
NeRF to handle scenes with ReflectioNs. Instead of repre-
senting the whole scene with a single neural radiance field,
we propose to model the transmitted and reflected parts of
the scene with separate neural radiance fields. To synthesize
novel views, the transmitted image I; and reflected image I,
rendered by the corresponding radiance fields are composed
in an additive way, where the reflected image I, is weighted
by a learned reflection fraction map (3:

I=1+pI, (D

However, it is highly under-constrained to decompose
the scene into transmitted and reflected components in an
unsupervised way. There are infinitely many solutions that
could lead to correct renderings on training images. Com-
mon degradations are (1) having one of the components
explain the full scene while leaving the other empty; (2)
two components both model the full scene; (3) somewhere
between (1) and (2), where part of the one component is
mixed into the other one, resulting in incomplete transmit-
ted/reflected geometry. To solve the ambiguities, we made
the following assumptions:

e Assumptionl: the reflection fraction is only related to
the transmitted component, since it indicates the material
of the reflecting surface;

e Assumption2: the transmitted component has a locally
smooth depth map, since most of the reflectors in real
world scenes are almost planar;

e Assumption3: the reflected component requires only
simple geometry to present correct renderings since most
of the time we can only see the reflection image from
very limited viewing directions.

These assumptions generally hold true for planar or al-
most planar reflective surfaces commonly seen in real-world
scenes. Accordingly, we design a specific network architec-
ture for Assumptionl, apply a depth smoothness prior for
Assumption2, and a novel bidirectional depth consistency
constraint for Assumption3. Together with our warm-up
training strategy, we are able to faithfully decompose the
transmitted and reflected components, achieving promising
novel synthesis results on various real-world scenes. As for
even more challenging cases (such as mirrors) in which the
ambiguities cannot be solved by the specific design, we ex-
ploit an interactive setting where a small number of user-
provided reflection masks can be utilized to get the correct
decomposition (Fig. 4, tv and mirror).

To summarize, our contributions are:

* We analyze NeRF’s behavior and limitations in modeling
reflective regions, and propose to use separate transmit-
ted and reflected neural radiance fields for scenes with
complex reflections.

* We devise specific network architectures, exploit geomet-
ric priors, and apply carefully-designed warm-up training
strategy, to achieve physically sound decomposition re-
sults with competitive novel view synthesis quality com-
pared to vanilla NeRF on several real world scenes, in-
cluding challenging cases like scenes with mirrors.

* We also investigate depth estimation and scene editing as
further applications based on the decomposed results.

2. Related Work

Neural scene representations for novel view synthesis.
Novel view synthesis aims to generate images observed
from novel views based on a set of captured images of the
scene. In order to get correct synthesis results, the underly-
ing 3D geometry of the scene must be taken into considera-
tion, for which various scene representations are proposed.
Image-based rendering [3,7, 15, 16,24, 26] mainly utilizes
a mesh model of the scene, which is usually reconstructed
from offline Structure-from-Motion (SfM) and Multi-View-
Stereo (MVS) methods [18, 19]. Other commonly adopted
representations include voxel grid [22], volume [9], point
cloud [ 1] and multi-plane images [5,29].

In recent years, coordinate-based neural representa-
tions [4, 1 1-13, 23] have shown remarkable capability of
modeling the 3D world. Among them, Neural Radiance
Fields (NeRF) [12], as an emerging technique in the novel
view synthesis domain, models the scene as a continuous
volumetric field parameterized by neural networks. NeRF
produces astonishing novel view synthesis results in several
casually-captured real scenes, even when view-dependent
effects like highlights present. Our work extends NeRF to
support view synthesis in scenes with reflective surfaces like
glass and mirrors, which are common in real world scenes
and strongly affect the immersion of virtual experiences.

Reflections in rendering. Reflections are common in real
world, but can be hard to correctly model without simu-
lating the light paths using techniques like ray-tracing. In
computer graphics, Screen Space Reflection (SSR) tech-
nique is developed to simulate the reflection effects with
low costs. Synthesizing novel views in scenes with reflec-
tions has long been a challenging problem, but is rarely ex-
plored [20,30]. Sinha ez al. [20] for the first time targets at
novel view synthesis in scenes with reflections using image-
based rendering. They propose to decompose each image
into a transmitted layer and a reflected layer combined with
a binary reflection mask. They approximate the geometry of
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each layer as piece-wise planar surfaces, and estimate their
depth by two-layer stereo matching. The reflection mask is
optimized using graph cut based on depth uncertainty.

Our work adopts similar image formulation as Sinha
et al. [20], but models the scene with NeRF for its state-of-
the-art performance on the novel view synthesis task. NeRF
resolves view-dependency by taking the viewing direction
as network input, but is only able to model low-frequency
view-dependent effects. We extend NeRF by modeling
the transmitted and reflected components with two sepa-
rate neural radiance fields, and achieve visually appealing
results in scenes with complex reflections.

Our work is also different from existing NeRF-based in-
verse rendering methods [2, 34], which assuming opaque
surfaces with simple BRDF, distant environment lighting
and local illumination models. These assumptions are not
suitable in our case with complex reflections. In contrast,
we assume composition of transmitted and reflected com-
ponents in an additive way.

3. Method

Here we present NeRFReN, a neural radiance field ap-
proach for novel view synthesis of scenes with reflections.
We first briefly recap Neural Radiance Fields (NeRF) [12]
in Sec. 3.1, and present our scene formulation and network
architecture in Sec. 3.2. To faithfully decompose the scene
into transmitted and reflected components, we exploit ge-
ometric priors (Sec. 3.3) and apply specifically designed
training strategies (Sec. 3.4). Training with minimum user
input to handle hard cases is described in Sec. 3.5.

3.1. Neural Radiance Fields Revisited

Neural Radiance Fields (NeRF) represents a scene as a
continuous volumetric field, where the density o € R and
radiance ¢ € R? at any 3D position x € R? under viewing
direction d € R? are modeled by a multi-layer perceptron
(MLP) fg : (x,d) — (c, o), with 6 as learnable parameters.
To render a pixel, the MLP first evaluates points sampled
from the camera ray r = o + td to get their densities and
radiance, and then the color C(r) is estimated by volume
rendering equation approximated using quadrature [10]:

C(rio,c) = > Ti(0)(1 —exp(—oidi))e;  (2)
k

where §; = t;41 — t; and Tj(0) = exp(— ), 0;6;). C
is conditioned on o, c, and T is conditioned on ¢ to sim-
plify follow-up descriptions. We denote the contribution of
a point to the cumulative color as its weight w;:

w; = Ti(o)(1 — exp(—0:d;)) 3)
NeRF is optimized by minimizing the photometric loss:

Lym = ||C —Cl|2 )

(x,y,2)

@, 9) —3

Figure 2. Network architecture of NeRFReN. The transmitted and
reflected properties are predicted by separate branches of the net-
work. Note that the reflection fraction value « is predicted from
the transmitted branch.

The depth value t* along the ray can be estimated by com-
puting the expected termination depth [34]:

t*(r;0) = > witi = Y _Ti(0)(1 —exp(—0id;))t; (5)
k k

NeRF models view-dependent effects by taking viewing
direction d as the network input. But as will be demon-
strated in Tab. 1, the incorporation of d only enables NeRF
to represent low-frequency view-dependent effects. Di-
rectly applying NeRF on scenes with severe reflections
leads to a mixed geometry containing both the transmitted
part and the reflected part of the scene, where the former
is modeled as translucent to get correct view reconstruc-
tions. As illustrated in the first row of Fig. 1, the books in
the bookcase appear to be “foggy”, and the mirror surface
is completely transparent.

The drawbacks are two-folds. First, depth estimation ob-
tained by Eq. (5) can be highly inaccurate, staying some-
where between the real depth of the reflective surface and
the virtual depth of the reflected image due to the existence
of translucent geometries. In the gray box of Fig. 1(a) we
visualize the weights of points along the ray correspond-
ing to the yellow cross. The weight distribution of NeRF
appears to be bi-modal, with the left peak contributed by
the real surface points and right peak by the virtual surface
points. The expected termination depth along this ray is bi-
ased towards the virtual depth, visualized as a darker color
in the depth map on the bottom left. Second, it is hard to get
correct view synthesis results when the multi-view consis-
tency is violated. We illustrate this in Fig. 1(b), where some
of the reflected objects can only be seen when front-facing
the mirror. But as NeRF models the reflected objects as real
geometries, we can still observe foggy contents seeing from
the side of the mirror as shown in the magnified area.

3.2. NeRFReN

To better deal with scenes containing reflections, we pro-
pose to decompose a scene into a transmitted NeRF and a
reflected NeRF. The transmitted field has density o and ra-
diance ct, and the reflected field has density of and radiance
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cf. A reflection fraction value « is learned for each 3D posi-
tion to measure the reflection property of objects in different
materials. To render a pixel along ray r, we first render the
two fields respectively to get C(r; 0!, ct) and C(r; 0", c"),
where C is defined in Eq. (2). The reflection fraction (3 cor-
responding to the pixel is accumulated via volume rendering
based on the geometry of the transmitted part:

ZT

The reflected color is attenuated by 5 and composed with
the transmitted color additively to get the final pixel color:

C= a(r;ot,ct) + ﬁ(r;ot,a)é(r;aT7cT) @)

)1 —exp(=0idi))oi  (6)

I‘O'O[

Fig. 2 shows the network architecture of NeRFReN. De-
tailed network configurations can be found in the supple-
mentary material. Note that the reflection fraction value o
is predicted along with transmitted density in the transmit-
ted branch as it is a property of the reflective surface, uncor-
related with the reflected component. Also, the transmitted
color is conditioned on viewing direction in our design, so
that the low-frequency view-dependent effects (e.g. high-
lights) are modeled by the transmitted field, and the stable
virtual image is modeled by the reflected field. The reflected
color and the reflection fraction value are not conditioned
on viewing direction. These assumptions approximate most
scenes reasonably well in our experiments due to their va-
lidity! and greatly reduce network complexity, making the
ill-posed decomposition problem much easier to learn.

3.3. Geometric Priors

Decomposing the scene into transmitted and reflected
components is an under-constrained problem. There are in-
finite number of solutions and bad local minima that may
produce visually pleasing rendering results on the training
images but fail to separate apart the reflected radiance field
from the transmitted radiance field. Humans identify the re-
flected virtual image correctly because we are aware of the
real-world geometry. Inspired by this, we propose to utilize
two geometric priors, namely a depth smoothness prior and
a bidirectional depth consistency (BDC) prior, to guide the
decomposition of the scene.

Depth smoothness. We exploit a general prior that the
depth map of the transmitted component should be locally
smooth. Specifically, we apply the following regularization:

L= 3wl ®) - @l

P q€N(p) (3
w(p,q) = exp(—7||C(p) — C(a)l[1)

IThese assumptions may not hold if there exist reflectors in the re-
flected objects or due to severe Fresnel Effect.

50

0.025

0.0

(b)

Figure 3. Illustrations for bidirectional depth consistency. Here we
list three common density distributions (solid blue curve) along a
ray in a neural radiance field. For each graph, the horizontal axis
represents point locations along a ray. The dashdot and dotted
orange curve are point weights (Egs. (3) and (9)) at each location
for calculating the forward and backward depth (Egs. (5) and (9))
respectively. The computed depth values are marked with solid
black lines. Only in case (c) we have a low BDC value, which
corresponds to the expected shell-like geometry.

where t*(p) is the approximated depth defined in Eq. (5),
p denotes each pixel in an image, A (p) is the set of its 8-
connected neighbors, C is the image color and  is a hyper-
parameter. w(p, ¢) is a decay factor to re-weight (relax) the
constraint based on the color gradient since depth discon-
tinuities are often accompanied with abrupt color changes.
In this way, £, is edge-preserving and works only on small
areas, avoiding over-smoothing in most cases.

This prior is reasonable under our setting since most of
the reflectors in the real world are planar surfaces, which
exhibit smooth depth changes in the reflected areas. Local
depth smoothness priors are widely adopted in traditional
stereo matching [20,21,32], but rarely explored in the train-
ing of neural representations. To apply this regularization
during training, we sample patches instead of pixels.

Bidirectional depth consistency. The depth smoothness
prior encourages correct geometry for the transmitted part.
We now put constraints on the reflected part by assuming
it has a simple geometry, where each ray only hits a single
opaque surface. This assumption can help since we can only
see the reflected objects from limited viewing angles so that
they are, to some extend, similar to a textured solid shell.
To describe this kind of simplicity in mathematical form,
we propose a novel bidirectional depth consistency prior to
encourage the aforementioned characteristic. We first de-
fine a new backward depth t * along ray r as the expected
termination point seeing the volume from the opposite di-

rection of r:

o) =3 Gt =3 Tio)(
k k (9)

where ?i(a) = exp(—>_;~;0j0;). Denote T as previ-
ous t*, then our proposed bidirectional depth consistency
(BDC) is defined as:

%* ' <_* T
Loge =Y | (r;0") = ¢ *(r;07)[x (10)
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This regularization poses restriction on the density distribu-
tion along a ray, forcing it to be uni-modal and have small
variance. The idea is demonstrated in Fig. 3. Here we con-
sider three representative types of density distribution along
the ray in a neural radiance field. If the ray hits multiple sur-
faces as in (a) or marches in a “foggy” area without a clear
surface as in (b), the forward and backward depth is not
consistent as marked in the figure. The two depth values
become close only if the density distribution is uni-modal
and has small variance as in (c). Intuitively, this requires the
reflected component to have a “shell”-like geometry. Note
that Lpq. = 0 could also correspond to an empty ray. We
claim that this would not happen because the transmitted
component alone cannot faithfully reproduce the input im-
ages due to the existence of the depth smoothness prior.
Some concurrent works [14, 17] also address the density
distribution problem and propose regularizations to con-
centrate the densities at some known depth, while BDC
achieves this with unknown depth.

3.4. Warm-up Training

The overall loss used to optimize NeRFReN is the
weighted combination of photometric loss and the proposed
geometric priors:

L= Lym + XaLa + MedacLodc (11)

The magnitude of the geometric priors can greatly influence
the decomposition results, requiring careful tuning of the
weighting factors which can hardly be shared across scenes.
It is difficult to get a balance between the photometric loss
and the geometric constraints especially at the early stage of
training. If the geometric constraints dominate, the model
will stuck at a bad local minima by using only one of the
components to explain the whole scene while leaving the
other empty. On the other hand, if the photometric loss
dominates, insufficient geometric regularizations will lead
to sub-optimal decomposition results.

Based on the above observations, we propose a univer-
sal training strategy to avoid the need for tuning hyper-
parameters for each scene which effectively stabilizes the
training process. We take inspirations from learning rate
warm-up and propose to “warm-up” the geometric con-
straints. \g and \pq. are initialized with small values, and
are first increased then decreased as the training progresses.
We also mask out the input viewing direction at early stage
of training to avoid “leakage” of the reflected component
into the transmitted one. We refer to the supplementary ma-
terial for more details.

3.5. Interactive Setting

The proposed geometric priors and training strategy
work well when the transmitted geometry can be correctly

estimated from the images. However, there exist more chal-
lenging cases, such as texture-less reflectors like mirrors,
where the unsupervised decomposition often fails. Thanks
to the additive formulation in Egs. (1) and (7), we can uti-
lize extra information such as manually labeled reflection
fraction maps.

We exploit an interactive setting where the user provides
binary masks of a small number of training images, with 1
and 0 denoting reflective and non-reflective regions respec-
tively. L1 loss is used to encourage consistency between the
predicted reflection fraction map 3 and the user-provided
masks:

Ls=>"1IB() - B (12)

where B(p) = B(r(p);ct, ) is the estimation of the re-
flection fraction value, and 3(p) is the value of the user-
provided binary mask at pixel p. With the help of this
extra supervision, we are able to successfully isolate the
reflected component in several challenging scenarios as
demonstrated in Fig. 4. These scenarios are hard to deal
with using existing novel view synthesis techniques.

4. Experiments

In this section, we first show the scene decomposition
results in Sec. 4.1. Then, we compare with NeRF [12] and
its naive variant to show that NeRFReN achieves compara-
ble visual quality with significantly better depth estimation
results in Sec. 4.2. We validate some of our design choices
in Sec. 4.3, and finally provide applications for reflection
removal and scene editing in Sec. 4.4.

Baselines. We compare NeRFReN with NeRF and a
variant of NeRF which we call NeRF-D. NeRF-D applies
our proposed depth smoothness constraint on the original
NeRF, which is expected to model the reflected image solely
by the surface point itself rather than all the points behind it
along this viewing direction.

Datasets. Due to the lack of real world datasets with strong
reflections for the view synthesis task, we introduce RFFR
(Real Forward-Facing with Reflections) dataset, containing
6 captured forward-facing scenes with strong reflection ef-
fects caused by glass and mirrors. We split the images into
training and test set, and report the qualitative and quantita-
tive results on test images.

4.1. Decomposition

In Fig. 4 we show how NeRFReN decomposes the scene
and performs view synthesis on our RFFR scenes. The
transmitted image, reflected image, and reflection fraction
map are rendered from the predicted transmitted and re-
flected neural radiance fields. The composed image is gen-
erated by combining the transmitted image and the reflected
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Figure 4. Decomposition results of NeRFReN on RFFR scenes. The decomposed images and depth estimations are highly consistent with

human perception.

image weighted by the reflection fraction map according to
Eq. (1). The depth values are computed by Eq. (5). For
tv and mirror, 1 and 4 manually-annotated reflection masks
are utilized respectively as extra information, as described
in Sec. 3.5. For rest of the scenes, the decomposition is
inferred from the training images alone.

We can see from Fig. 4 that NeRFReN can perform
transmission-reflection decomposition that is consistent
with human perception while producing high-quality view
synthesis results. The learned reflection fraction map
roughly indicates the surface material, with large values
(white) for reflectors and small values (black) for non-
reflectors. Note that we only intend to model the stable
virtual image by the reflected field, and leave the low-
frequency highlights to the view-dependency in the trans-
mitted field. For example, there are highlights on the frames
of the bookcase, where the reflection fraction is almost zero.

Accurately estimating the location of transparent sur-
faces like glass is difficult for lack of traceable image fea-
tures. In such cases like art2 and art3, NeRFReN treats
the opaque surface behind as the reflective surface, which is

PSNR?T
Method ‘ artl art2 art3 bookcase tv mirror
NeRF 36.48 42.63 41.18 29.50 33.47 3222

NeRF-D 3649 41.58 39.80 29.78 33.02 3233
NeRFReN | 39.49 4233 41.03 30.18 3324 3330

SSIM?
Method ‘ artl art2 art3  bookcase tv mirror
NeRF 0.975 0974 0.973 0.883 0.960 0.944

NeRF-D 0971 0.968 0.965 0.876 0.954  0.939
NeRFReN | 0.978 0.972 0.970 0.890 0.955  0.947

LPIPS|
bookcase tv mirror

Method | artl art2 art3

NeRF 0.029 0.059 0.053 0.078 0.054  0.066
NeRF-D 0.027 0.070 0.117 0.136 0.063  0.072
NeRFReN | 0.029 0.067 0.072 0.100 0.061 0.071

Table 1. View synthesis results of NeRF, NeRF-D and NeRFReN
on RFFR scenes in PSNR, SSIM [27] and LPIPS [33]. NeRFReN
performs comparable with NeRF and better than NeRF-D.

not strictly correct but does not affect view synthesis quality
due to the image-space composition.
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NeRFReN NeRF-D NeRF

GT

Figure 5. Visual comparisons between NeRF, NeRF-D and NeR-
FReN. NeRFReN achieves comparable or better novel view syn-
thesis quality with physically correct depth estimation. Zoom in
for more details.

L]

NeRFReN

NerfingMVS

dd P
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Figure 6. Qualitative comparisons with NerfingM VS [28] on depth
estimation. NerfingMVS fails in such scenes with severe reflec-
tions, behaving similar to NeRF.

4.2. Comparisons

We compare NeRFReN with NeRF and NeRF+D on the
test set of our RFFR dataset under three metrics: PSNR,
SSIM [27] and LPIPS [33] (see Tab. 1). We also provide
qualitative comparisons in Fig. 5.

Quantitatively, NeRFReN significantly outperforms
NeRF on art! and mirror in terms of PSNR. While per-
forming slightly better on rest of the scenes, NeRF produces
inaccurate depth estimation due to the mixed geometry of
the transmitted and reflected components as demonstrated
in Sec. 3.1, which is shown on the bottom left corner of
the NeRF rendering results in Fig. 5. NeRFReN models
the scene with separate neural radiance fields, and provides
physically correct depth map by taking the depth estima-
tion of the transmitted field. Also, NeRF generates sub-
optimal renderings when the multi-view consistency is vi-
olated while NeRFReN does not suffer from such restric-

w/o
priors

w/o

w/o
[‘bdc

w/
priors

L}
[~%
'..\ .\

|

transmitted

reflected
image depth image

transmitted

Figure 7. Effectiveness of the proposed geometric priors. Both
priors are essential to get physically sound decompositions.

tions, as shown in the mirror case in Fig. 1(b). NeRF-D pro-
duces more correct depth estimation than NeRF by adopt-
ing the depth smoothness regularization, and condition the
surface color on viewing direction. However, it synthesizes
blurry results due to the insufficient representation power of
NeRF’s view-dependency in modeling complex reflections.
The quantitative results conform with this claim that NeRF-
D consistently underperforms NeRF and NeRFReN.

To demonstrate the depth estimation quality of NeR-
FReN, we also qualitatively compare with Nerfing-
MVS [28] on RFFR scenes. Results are shown in Fig. 6.
NerfingMVS utilizes monocular depth estimation priors
and post-filtering to achieve promising results on Scan-
Net scenes, but struggles on scenes with complex reflec-
tions. This is because NerfingMVS initializes the depth
maps based on Multi-View-Stereo output, which cannot
give faithful depth estimations in such cases.

To conclude, NeRFReN achieves visually pleasing view
synthesis results and physically correct depth estimation re-
sults at the same time. The formulation of NeRFReN natu-
rally relax the multi-view consistency of NeRF by combin-
ing the transmitted and reflected part in the image domain,
which greatly facilitate novel view synthesis in challenging
scenes like those with mirrors.

4.3. Ablation Studies

We discuss the necessity of several key design choices,
and demonstrate their importance to getting faithful decom-
positions and correct view synthesis results.

Geometric priors. We train NeRFReN without any ge-
ometric priors and with only one of the priors, to see the
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Figure 8. The effectiveness of conditioning transmitted radiance
on viewing direction. Without this dependency, low-frequency re-
flections like highlights are modeled with foggy contents in the
reflected component, leading to inaccurate depth estimation.

Figure 9. Examples of replacing the reflected image (with the
room scene in [12]). This could be utilized to synthesize self-
reflections of the user for higher realism.

impact of these priors on the decomposition quality. The
results are shown in Fig. 7. Without any priors (row 1), we
find the optimization process to be highly under-controlled,
largely depending on the network initialization. In this case,
the decomposition results are not reasonable since the trans-
mitted and reflected part are mixed together. Without the
depth smoothness prior (row 2), there is not enough con-
straint on the transmitted geometry, letting it contain re-
flected objects and producing wrong depth. Without the
bidirectional depth consistency prior (row 3), there will
be redundant contents left in the reflected component (the
bookcase frame). The BDC loss encourages uni-modal
peak distribution for densities along a ray, which effectively
removes occlusions to get a “clean” reflected image. We
claim that both priors are essential to getting reasonable so-
lutions for this under-constrained problem (row 4).

View-dependency. NeRFReN conditions the color of the
transmitted component on viewing direction to model low-
frequency view-dependent effects. We remove this depen-
dency on the bookcase scene and show the results in Fig. 8.
Without the view-dependency, highlights on the bookcase
frame are modeled with the combined effect of the reflected
image and the reflection fraction map. This results in inac-
curate depth estimation (dark regions on the predicted depth
map), and redundancies in the reflected component which
do not belong to the virtual geometry.

4.4. Applications

Enabling user editing for neural scene representations
has been attracting attention in the community [2, 6, 8, 25,

, 34]. Existing techniques either achieve material edit-
ing or relighting by reflectance decomposition [2,25,34] or
model the scene at object level for manipulation [6, 8, 31].
Benefit from the formulation in Eq. (1), NeRFReN enables
scene editing in the image domain while maintaining view
consistency, which is more intuitive and makes it possible
to work with other scene representations.

Reflection removal. Our formulation naturally supports
the application for reflection removal by taking only the
transmitted image. See column 3 of Fig. 4.

Reflection substitution. We achieve reflection substitu-
tion by replacing the reflection image I, by images coming
from other neural radiance fields, or even from other scene
representations like mesh. Fig. 9 shows two examples of
replacing the reflections with images rendered from another
NeRF model trained on the room scene [12]. This could be
further promoted to synthesize self-reflections of the user
to provide even more immersive experiences. We hope the
image-based formulation of NeRFReN can inspire future
research about combining multiple scene representations.

5. Limitations and Conclusion

Some major limitations of our method include modeling
curved reflective surfaces and multiple non-coplanar reflec-
tive surfaces. Also, we do not consider the view-dependent
effects of reflected objects, and ignore the view-dependency
of reflection fraction values caused by Fresnel effect.

To conclude, we propose NeRFReN to enhance NeRF in
scenes with reflections. We decompose the scene into trans-
mitted and reflected components, model them with sepa-
rate neural radiance fields, and synthesize novel views by
weighted combination. We exploit geometric priors and
special training strategies to encourage proper decomposi-
tion, where user-provided reflection masks can be utilized
in challenging cases like mirrors. Our method enables high-
quality view synthesis along with physically sound decom-
position results. Finally, potential applications including
depth estimation, reflection removal and reflection substi-
tution are investigated to encourage further research about
scene understanding and neural editing.
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