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Abstract

A complex action consists of a sequence of atomic
actions that interact with each other over a relatively
long period of time. This paper introduces a probabilis-
tic model named Uncertainty-Guided Probabilistic Trans-
former (UGPT) for complex action recognition. The self-
attention mechanism of a Transformer is used to capture the
complex and long-term dynamics of the complex actions. By
explicitly modeling the distribution of the attention scores,
we extend the deterministic Transformer to a probabilistic
Transformer in order to quantify the uncertainty of the pre-
diction. The model prediction uncertainty is used to im-
prove both training and inference. Specifically, we propose
a novel training strategy by introducing a majority model
and a minority model based on the epistemic uncertainty.
During the inference, the prediction is jointly made by both
models through a dynamic fusion strategy. Our method is
validated on the benchmark datasets, including Breakfast
Actions, MultiTHUMOS, and Charades. The experiment re-
sults show that our model achieves the state-of-the-art per-
formance under both sufficient and insufficient data.

1. Introduction
In general, a complex action refers to a high-level ac-

tivity like “making a sandwich”, which consists of a se-
quence of atomic actions such as “cutting bun” and “smear-
ing butter” as illustrated in Fig. 1. In this paper, we deal
with complex action recognition. It has many applications
such as visual surveillance [23], human-robot interactions
[24], and sports analysis [33]. Complex action recogni-
tion is challenging because of the following reasons: (1)
complex actions have relatively long temporal durations,
which makes it difficult for conventional dynamic models
to capture the long-range dependencies; (2) people per-
form the same complex actions differently, which causes
a large intra-class variation; and (3) background and irrel-
evant frames contained in the video may cause difficulties
for the recognition.

Most existing approaches directly recognize the com-
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Figure 1. Two samples of “making a sandwich” in Breakfast Ac-
tions [18]. A complex action consists of a sequence of atomic
actions, which may vary in durations, orders, etc.

plex actions without explicitly considering the underlying
dynamics [1, 6, 29, 42]. In fact, the information of atomic
actions and their interactions are often ignored. However,
the underlying interactions among atomic actions over time
are crucial for understanding complex actions [21, 44, 47].
Furthermore, complex actions may last for a long period,
traditional sequence modeling architectures such as recur-
rent neural network [30], long short-term memory [12] and
gated recurrent unit network [5] may not effectively and ef-
ficiently handle the long-range dependencies.

In this paper, we propose to use a Transformer [36] as the
backbone of our model to explicitly capture the long-term
dependencies among atomic actions. Transformers were
first proposed for the language translation task to capture the
dependencies among words. The self-attention mechanism,
which is the core of a Transformer, is now widely used for
computer vision tasks such as image generation [45], object
detection [20], and group activity recognition [8]. Consid-
ering its capabilities of capturing complex and long-range
dynamics, Transformer is suitable for modeling complex
actions.

While powerful, the conventional Transformer cannot ef-
fectively quantify its prediction uncertainty, which is essen-
tial to improving the model performance under noisy and
imbalanced data distribution. To address this issue, we in-
troduce a probabilistic Transformer. Specifically, we treat
the attention scores of a Transformer as random variables
to capture the stochastic dependencies and uncertainty in
the inputs. We further propose to employ the negative log-
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likelihood loss function to train a multilayer perceptron to
produce the distribution parameters for the attention scores.
The probabilistic attention scores allow us to accurately
quantify the epistemic uncertainties of the model predic-
tion. Guided by the prediction uncertainty, we introduce a
novel training and inference strategy, whereby we train two
models that respectively focus on low-uncertainty samples
and high-uncertainty samples, which we refer to as majority
model and minority model. During the inference, the two
models are combined dynamically based on the uncertainty
of the input to perform the final prediction. Experiments
show the proposed probabilistic Transformer achieves state
of the art performance and is robust under noisy and insuf-
ficient data.

The main contributions of this paper are summarized as:

• We propose to exploit the self-attention mechanism of
a Transformer to capture the long-term and complex
dynamics for complex actions.

• To model the stochasticity in the data and in the com-
plex action, we introduce the probabilistic Transformer
that allows accurately quantifying the epistemic uncer-
tainty of the prediction.

• Based on the estimated epistemic uncertainty, we pro-
pose a novel strategy for both model training and in-
ference by introducing a majority model and minority
model, which improves both the model prediction ac-
curacy and robustness.

• Our method achieved SOTA performance on bench-
mark datasets, including Breakfast Actions, Multi-
THUMOS, and Charades under both sufficient or in-
sufficient training data.

2. Related Work
Complex Action Recognition. Complex action recogni-
tion, also known as long-term action recognition, aims at
recognizing complex actions in minutes-long videos. It has
been an important research topic for many years. Kuehne
et al. [18] used an HMM to recover the syntax and seman-
tics of complex actions. Tang et al. [34] utilized variable-
duration HMM to handle the highly varying videos for com-
plex event detection. Wang et al. [37] proposed a latent hi-
erarchical (LHM) to model the decomposition of complex
actions in a hierarachical way. Zhang et al. [21] introduced
interval temporal Bayesian network (ITBN) to capture tem-
poral dependencies among time intervals. Liu et al. [19]
proposed a latent task learning framework with privileged
information (LTL-PI) by using the probability of atomic ac-
tions. Hussein et al. [13] proposed VideoGraph to learn the
underlying temporal structure of complex actions by rep-
resenting human actions as undirected graphs. Hussein et

al. [14] proposed a Timeception layer with multi-scale tem-
poral convolution kernels to deal with the variational length
of atomic actions. Zhou et al. [50] proposed a graph-based
high-order relation modeling (GHRM) method for long-
term action recognition. By combining a Temporal-GHRM
and a Semantic-GHRM, the model can well captured the
local relations among atomic actions as well as the global
dependencies. Also, unsupervised method [26] and transfer
learning [19] are also explored in this area.
Probabilistic Dynamics Modeling. Instead of determinis-
tic settings, probabilistic methods model the distribution of
the model [35]. It has been applied for various dynamic
models. Chien et al. [4] proposed a Bayesian RNN for
speech recognition. Zhao et al. [48] proposed a Bayesian
graph convolution LSTM for skeleton-based action recog-
nition to capture the stochasticity and variation in the data.
Xue et al. [41] proposed a Bayesian Transformer under a
full Bayesian learning framework, which aims to mitigate
the over-fitting problem and improve the generalization per-
formance. Zhang et al. [46] proposed Bayesian attention
belief networks based on the self-attention mechanism. The
unnormalized attention scores are modeled by a Gamma
distributions, which are approximated by the Weibull distri-
butions. Our work is different from [41] and [46] as: (1) we
only model the unnormalized scaled dot-product attentions
as Gaussian distributions instead of a full Bayesian setting
and we assume these distributions are independent; (2) we
quantify the epistemic uncertainty and use it to guide the
training and inference.
Uncertainty quantification and applications. Under
the Bayesian setting, both the epistemic uncertainty and
aleatoric uncertainty can be quantified by various methods
such as sampling-based method [31], dropout method [7].
Nowadays, the quantified uncertainty shows great potential
for computer vision tasks [16]. Subedar et al. [32] used
uncertainty to help the fusion of visual modality and au-
dio modality for audiovisual activity recognition. Chang
et al. [2] modeled the data uncertainty to reduce the ad-
verse effects of noisy samples for face recognition. Wang
et al. [40] utilized the data uncertainty to guide the data se-
lection of multi-phase training for semi-supervised object
detection. Yang et al. [43] proposed Uncertainty-Guided
Transformer Reasoning for camouflaged detection. An un-
certainty mask that assigns higher probability to uncertain
regions is generated to guide the training for reasoning the
target regions. For our work, we use the epistemic uncer-
tainty to guide both the training and inference of complex
action recognition.

3. Method
In this section, we first briefly introduce the deterministic

Transformer. We then introduce our proposed Uncertainty-
Guided Probabilistic Transformer (UGPT) from the follow-
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Figure 2. Framework of Uncertainty-Guided Probabilistic Transformer (UGPT). The input of our model is a video (sequence).
Firstly, an atomic action localization module gives a coarse temporal segmentation of atomic actions. Then a CNN-based backbone is used
to extract features for each segment. After adding the positional encoding, the extracted features are fed into the UGPT. Different from
deterministic setting, the attentions of our probabilistic Transformer are sampled from Gaussian distributions with a NLL loss. The output
embeddigns of the Transformer are used to perform the classification and estimate the epistemic uncertainty, which is further utizlied to
guide both the training and the inference.

ing aspects: (1) overall framework; (2) probabilistic atten-
tion; (3) uncertainty quantification; (4) probabilistic Trans-
former training; (5) UGPT inference.

3.1. Deterministic Transformer

Main components. Transformer [36] is a sequence to se-
quence model initially proposed for language translation. It
can effectively capture the long-term dependencies among
the inputs thanks to its self-attention mechanism. Here we
briefly introduce the main components of the conventional
Transformer, which is in deterministic setting.

Given a sequence of tokens as input, positional encod-
ing is firstly added to each input in order to retain the order
information of these tokens. Following [36], the positional
encoding is computed as:

PE(pos,2i) = sin(pos/100002i/C)

PE(pos,2i+1) = cos(pos/100002i/C)
(1)

where pos is the input position and i is the dimension index.
Each token is then linearly projected to a query (q), a key

(k) and a value (v). The dependency between the ith and jth
input is measured by the scaled dot-product attention:

αij =
qi · kj√

d
(2)

where d is the dimension of queries and keys.
After that, the embedding of the ith input zi is computed

as the attention-weighted sum of values:

zi =

T∑
j=1

αij∑T
j′=1 αij′

vj (3)

where T is the length of the sequence.
In this way, the dependency between every pair of inputs

is captured even they are far away. Also, this mechanism en-
ables the parallel computing as all the input tokens can be
processed simultaneously instead of using a recurrent archi-
tecture like RNN or LSTM. Under the deterministic setting,
all the parameters are learned during the training and fixed
during the inference.
Motivation. Complex actions are composed of atomic ac-
tions sequentially aligned in the temporal, much like visual
sentences. While a sentence is determined by a sequence of
words and their interactions, a complex action analogically
is composed of a sequence of atomic actions and their inter-
actions over time. Systematically modelling and capturing
the long-term dependencies among atomic actions is essen-
tial to accurate recognition of complex actions. A Trans-
former is hence the natural choice for effectively capturing
such dependencies.

Furthermore, considering the uncertainties in the data as
well as in the complex actions, the model should be able to
effectively capture these uncertainties and propagate them
to accurately quantify the confidence of its prediction.

3.2. Uncertainty-Guided Probabilistic Transformer

3.2.1 Overall framework

The overall framework of the proposed Uncertainty-Guided
Probabilistic Transformer is shown in Fig. 2. The input of
our model is a video (sequence). Firstly, an atomic action
localization module [3] is applied to provide a coarse tem-
poral localization of the atomic actions. Then, we extract
features for each segment by a CNN-based backbone [11].
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These features are used as a token for an atomic action and
is fed to the Transformer. To keep the sequential order in-
formation, the positional encoding computed by Eq. (1) is
added to input tokens. After the positional encoding, the
new tokens are fed to our probabilistic Transformer and
output high-level embeddings. Then, the output embed-
dings go through a linear classifier to output probability vec-
tors for classification. The probability vectors are fed into
an uncertainty quantification module to generate the epis-
temic uncertainty (defined in Sec. 3.2.3) for each input. We
train two models separately using two different uncertainty
weighted loss functions. One model assigns larger weight
to low-uncertainty data to emphasize majority of the data,
which refers as “majority model”. The other assigns larger
weights to high-uncertainty data to emphasize minority of
the data, which refers as “minority model”. In the end, we
combine the two models dynamically to make the final pre-
diction.

3.2.2 Probabilistic attention

In the conventional Transformer, the attention of query
qi and key kj is computed deterministically by Eq. (2),
which we refer as deterministic attention. For complex ac-
tion recognition, the input tokens represent atomic actions.
These atomic actions have large variations even within the
same class as people perform these actions in different
ways, which leads to varied temporal durations, orders, etc.
The deterministic attention cannot capture the noise and dis-
tribution of the input, and the conventional Transformer is
unable to effectively quantify it’s prediction uncertainty. To
address this issue, we introduce the probabilistic attention.
Specifically, we assume αij follows a Gaussian distribution:
αij ∼ N (µij , σ

2
ij). The mean and variance of this Gaussian

distribution is computed using qi and kj through a multi-
layer perceptron: µij , σ

2
ij = MLP (qi, kj). Thus, µij and

σij are probabilistic parameters, which are stochastic during
both training and inference. Besides these probabilistic pa-
rameters, we treat all other model parameters deterministic
as usual and denote them as Θ. To train these probabilistic
parameters through the gradient descent [25], we adopt the
reparameterization trick [17] to perform the forward process
of the probabilistic attention as follow:

αij = µij + σijϵ, ϵ ∼ N (0, 1) (4)

where ϵ is a random number sampled from a standard Gaus-
sian distribution. After training, we obtain the trained deter-
ministic parameters, which we denote as Θ∗.

The probabilistic attention allows effectively capturing
the input noise and distribution, through which we can com-
pute the probabilistic distribution of target y′ given an input

Probabilistic

Transformer 

Training

   Data
 Testing

   Data

Uncertainty

( | )
ma
P y x

( | )
mi
P y x

Prediction

Majority model

Minority model

Eq. (13)

ma
L

mi
L

Eq. (12)

Inference

Training

Figure 3. Uncertainty guiding strategy. During training, the ma-
jority model and minority mode are trained separately based on
the quantified uncertainty. During inference, two models are com-
bined dynamically to make the prediction.

X′ as follows:

P (y′|X′,Θ∗) = Eα∼p(α|X′,Θ∗)[P (y′|X′,Θ∗,α)]

=

∫
α

P (y′|X′,Θ∗,α)p(α|X′,Θ∗)dα

(5)
where α =

{
αij |i, j ∈ {1, ..., T}

}
represents all the prob-

abilistic attentions of input X′.
As the attention between a query and a key capture the

pairwise dependency, we assume all the probabilistic atten-
tions are independent of each other. In this way, we have
p(α|X′,Θ∗) =

∏
i,j p(αij |X′,Θ∗). However, directly

computing the integration of α is intractable. In this work,
we sample α from p(α|X′,Θ∗) for K times to approxi-
mate this probabilistic distribution. Specifically, we sam-
ple all αij individually as we assume they are independent.
Thus, the complex action recognition is formulated as:

y∗ = argmax
y′

1

K

K∑
k=1

P (y′|X′,Θ∗,αk) (6)

where K is the number of samples to generate given one in-
put, αk represents the probabilistic attentions of kth sample
and (X′, y′) is a test input.

3.2.3 Uncertainty quantification

In this part, we introduce the uncertainty in complex ac-
tion recognition and its quantification method. Complex
action recognition is a classification task, the output is the
conditional probability distribution P (y′|X′,Θ∗) over a set
of action classes. From P (y′|X′,Θ∗), we can effectively
quantify the prediction uncertainty. There are two main
types of uncertainty: epistemic uncertainty and aleatoric
uncertainty, which capture the model uncertainty and data
uncertainty respectively. These two uncertainties compose
the total uncertainty. To quantify the total uncertainty, we
compute the entropy of the prediction distribution:

H[P (y′|X′,Θ∗)] = −
∑
y′∈Y

P (y′|X′,Θ∗)logP (y′|X′,Θ∗)

(7)
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where Y represents the action class set.
Also, the total uncertainty is the sum of epistemic uncer-

tainty and aleatoric uncertainty:

H [P (y′|X′,Θ∗)] = I [y′,α|X′,Θ∗]

+ EP(α|X′,Θ∗)
[
H[P (y′|X′,α)]

] (8)

To refine our model for a better learning and inference,
we utilize the epistemic uncertainty in this work, which is
the first term in Eq. (8). It is related to model prediction and
measures the model uncertainty. It is caused by the limita-
tions of the model. High epistemic uncertainty implies that
the model parameters are inadequately estimated because of
the lack of data. For complex action recognition, the epis-
temic uncertainty measures the model uncertainty of com-
plex action predictions. It can give us a measure whether
the model is making good predictions, which is useful for
the refinement of the model. We utilize this property of
epistemic uncertainty to guide the probabilistic Transformer
training and inference. During the inference, for each input
sample, we generate K αs, which further generate multiple
outputs. Then the epistemic uncertainty can be quantified
as:

I(α, y′|X′,Θ∗) = H[ 1
K

K∑
k=1

P (y′|X′,Θ∗,αk)]

− 1

K

K∑
k=1

H[P (y′|X′,Θ∗,αk)]

(9)

where K is the number of samples generated from one input
andH is the entropy.

3.2.4 Probabilistic Transformer Training

Before we discuss the procedure for training the probabilis-
tic Transformer, we first introduce the training of the neural
network that outputs the probabilistic attention distribution.
To produce the distribution of the probabilistic attention,
we propose to use the negative log-likelihood (NLL) loss
to train the neural network as illustrated at the bottom left
of Fig. 2. The idea is that we use the neural network to learn
the parameters of the distribution and constrain the proba-
bilistic attention with the scaled dot-product attention at the
same time. Specifically, we use a three-layer MLP to output
the mean and variance of the distribution of probabilistic at-
tention. And the negative log-likelihood loss is defined as:

Lnll =

N∑
n=1

∑
i,j

log
1√

2πσ2
ij(Xn)

× exp(− (αij(Xn)− qi(Xn) · kj(Xn)/
√
d)2

2σ2
ij(Xn)

)

(10)

Algorithm 1 UGPT Training
Input: D = {Xn ∈ RT×d, yn}Nn=1: training data
Output: Θ: model parameters

1: for {Xn, yn} in D do
2: Compute qn,kn,vn by linear projection
3: for i← 1 to T do
4: for j ← 1 to T do
5: µij , σij = MLP (qi

n,k
j
n)

6: Compute Lnll using Eq. (10)
7: Sample αij using Eq. (4)
8: end for
9: Compute zi using Eq. (3)

10: end for
11: Znorm = LN(z1, ..., zT ) // Layer normalization
12: Zout = FFN(Znorm) +Znorm // Feed forward
13: p(yn|Xn,Θ,αn) = softmax(Zout)
14: Compute I(αn, yn|Xn,Θ) using Eq. (9)
15: Compute Lma and Lmi using Eq. (11)

Update Θ by minimizing Lma or Lmi

16: end for
17: return Θ

In this NLL loss function, the mean of the Gaussian dis-
tribution is set as the scaled dot-product attention. During
training, this NLL loss is jointly minimized with the classi-
fication cross-entropy loss.

Given the estimated epistemic uncertainty, we now intro-
duce our uncertainty-guided training procedure. The uncer-
tainty implies that the value of each sample for our model
varies. Our model is unfamiliar with the data that have high
epistemic uncertainty. This is an important information to
improve the model. To guide the model training and infer-
ence, we propose a majority model pma(y|X) and a mi-
nority model pmi(y|X), which respectively focus on the
low-uncertainty data and high-uncertainty data. For ma-
jority model, data with low uncertainty are assigned higher
weights during the training. Actually, the majority part of
data belong to low-uncertainty group. On the other hand,
data with high epistemic uncertainty are handled by the mi-
nority model, which assign higher weights to data with high
epistemic uncertainty. The uncertainty-guided loss func-
tions of both models are defined as:

Lma = (1− exp(I[y′,α|Xn,Θ
∗])∑N

n=1 exp(I[y′,α|Xn,Θ∗])
)Ln + wLnll

Lmi = (1 +
exp(I[y′,α|Xn,Θ

∗])∑N
n=1 exp(I[y′,α|Xn,Θ∗])

)Ln + wLnll

(11)
where Ln is the standard cross-entropy loss for classifi-
cation of nth training sample and w is the weight for the
negative log-likelihood loss, which is a hyperparameter. To
prevent the negative log-likelihood loss from dominating
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the training, we set w = 0.15 through experiments. The
total loss is the weighted sum of the uncertainty-weighted
cross-entropy loss and the negative log-likelihood loss.
Using the majority loss Lma and minority loss Lmi, we
train the majority model and minority model separately,
then we combine these two models to cover all the data
to utilize the epistemic uncertainty. The whole training
process is summarized as Algorithm 1.

3.2.5 UGPT inference

Given the trained majority and minority probabilistic Trans-
formers, complex action recognition by each model is per-
formed using Eq. (6). To take advantage of both the major-
ity model and the minority model, we combine them during
the inference. As shown in Fig. 3, the two models are dy-
namically combined based on the input uncertainty to make
the prediction. Specifically, the prediction is the weighted
sum of the two predictions:

P (y|X′,Θ∗) = wma(X
′)pma(y|X′,Θ∗)

+wmi(X
′)pmi(y|X′,Θ∗)

(12)

where wma and wmi are the weights of majority model and
minority model respectively. These two weights are depen-
dent of the inputs and are adaptively computed based on the
epistemic uncertainty as follow:

wma(X
′) = σ(k

Imax − I[y′,α|X′,Θ∗]

Imax − Imin
+ b)

wmi(X
′) = 1− wma(X

′)

(13)

where Imax and Imin are the maximum uncertainty
and minimum epistemic among samples respectively,
I[y′,α|X′,Θ∗] is the epistemic uncertainty of input X′

computed by Eq. (9), σ() is the sigmoid function, and k, b
are the learnable parameters. From the weights equations,
high uncertainty input tends to have larger wmi to rely on
the power of minority model for prediction and vice verse.
The whole inference process is summarized as Algorithm 2.

4. Experiments
In this part, we first introduce the benchmark datasets in

Sec. 4.1. Then the implementation and training details are
provided in Sec. 4.2. The experiment results and compari-
son are discussed in Sec. 4.3. We analyze the uncertainty in
Sec. 4.4. Finally, we give ablation studies in Sec. 4.5.

4.1. Datasets

Breakfast Actions [18] is a dataset of 10 cooking activi-
ties in multiple real-life kitchens. There are totally over 77
hours of 1712 videos with an average of 2.3 minutes per

Algorithm 2 UGPT Inference
Input: D′ = {X′

n}: testing data
Output: {y′}: predicted labels

1: for X′
n in D′ do

2: Compute qn,kn,vn by linear projection
3: for i← 1 to T do
4: for j ← 1 to T do
5: µij , σij = MLP (qi

n,k
j
n)

6: for k ← 1 to K do
7: Sample αk

ij using Eq. (4)
8: end for
9: end for

10: Compute zki using Eq. (3)
11: end for
12: Znorm = LN(z1, ..., zT ) // Layer normalization
13: Zout = FFN(Znorm) +Znorm // Feed forward
14: p(y′n|X′

n,Θ
∗,αn) = softmax(Zout)

15: Compute I(αn, y
′
n|X′

n,Θ
∗) using Eq. (9)

16: Compute wma, wmi using Eq. (13)
17: Compute P (y′n|X′

n,Θ
∗) using Eq. (12)

18: Solve y′n by Eq. (6)
19: end for
20: return {y′}

video. We choose 1357 videos for training and 335 for test-
ing. All the complex actions are composed of 48 classes of
atomic actions as well as background. The dataset also pro-
vides temporal annotations for atomic actions. We evaluate
both the accuracy and mean average precision.
MultiTHUMOS is an extension of the THUMOS dataset
[15] for human activity recognition from unconstrained in-
ternet videos. There are totally 413 videos (30h) in 65
classes with 1.5 labels per frame. Each video has 10.5 ac-
tion categories on average. The original purpose of this
dataset is for action detection. But due to the temporal struc-
ture of its actions, this dataset can also be used for complex
action recognition.
Charades [28] is a large-scale dataset for action classifica-
tion. It contains 9848 annotated videos of 157 action classes
with 27847 video descriptions and 66500 temporally local-
ized intervals. Each complex action (one video) is about
30 seconds long and contains 6 atomic actions on average.
We split the dataset into 7985 videos for training and 1863
videos for testing following the metrics in [28].

4.2. Implementation and training details

We implemented our method in PyTorch 1.6.0 [22].
Given video sequences with variant lengths, we first trained
the atomic action localization module in an unsupervised
manner [3]. The atomic action localization module is fine-
tuned during the training of complex action recognition. For
the feature extraction, we use a CNN-based backbone to ex-
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Method Activities (Acc. %) Actions (mAP %)

I3D [1] 64.31 47.71
3D ResNet-50 [10] 66.73 53.27
ActionVLAD [9] 65.48 60.20
Timeception [14] 71.25 59.64
VideoGraph [13] 69.45 63.14
GHRM [50] 75.49 65.86
UGPT (ours) 77.79 67.82

Table 1. Experiment results on Breakfast Actions. All methods
use the same Kinetics [1] pre-trained I3D backbone. Our proposed
UGBT achieves the state-of-the-art performance.

tract the feature of each segment. The backbones we studied
include I3D [1], 2D ResNet [11], 3D ResNet [10]. All the
backbones are pretrained on Kinetics [1] dataset. For the
probabilistic self-attention layers, we project each input to
5 heads for the multi-head attention mechanism. We set the
number of self-attention layers as 6 and we show the impact
of the number of layers in Sec. 4.5. The output embeddings
of the final self-attention layer are fed into a two-layer lin-
ear classifier to make the final prediction. We set the batch
size as 16 and SGD with a learning rate of 0.1.

4.3. Experiment results and comparison

The experiment results on Breakfast Actions are shown
in Tab. 1. Compared with other methods using the I3D
backbone pretrained on Kinetics [1], our UGBT achieves
77.79% accuracy for complex action recognition, which
outperforms the SOTA method GHRM [50] by 2.30%. The
experiment results on MultiTHUMOS dataset are shown in
Tab. 2. Our method achieves 81.42% mAP using the I3D
backbone, which outperforms the SOTA method by 1.53%.
The experiment results on Chardes dataset are shown in
Tab. 3. Using the same backbones, our method achieve the
SOTA performance.

Method mAP (%)
I3D [1] 72.53
Timeception [14] 74.79
GHRM [50] 79.89
UGPT (ours) 81.42

Table 2. Experiment results on MultiTHUMOS. Our proposed
UGPT outperforms the baseline method I3D [1] by 8.89% and the
state-of-the-art GHRM [50] by 1.53%.

4.4. Analysis of epistemic uncertainty for complex
action recognition

The recognition accuracy of each complex action on
Breakfast Actions is shown in Fig. 4. We rank the com-
plex actions by their epistemic uncertainties from left to
right in a ascending order. The complex actions with lower
epistemic uncertainty have higher recognition accuracy and
vice versa. By guiding the training and inference using
epistemic uncertainty. The recognition of complex actions

Ours Method Modality mAP (%)

Two-stream [29] RGB + Flow 18.6
Two-stream + LSTM [29] RGB + Flow 17.8
ActionVLAD [9] RGB + iDT 21.0
Temporal Fields [27] RGB + Flow 22.4
TRN [49] RGB + Flow 25.2

ResNet-152 [11] RGB 22.8
ResNet-152 + TC [14] RGB 31.6

✓ ResNet-152 [11] + UGPT RGB 35.7

I3D [1] RGB 32.9
I3D + TC [14] RGB 37.2
VideoGraph [13] RGB 37.8
GHRM [50] RGB 38.3

✓ I3D + UGPT RGB 38.8

3D ResNet-101 + NL [38] RGB + RP 37.5
3D ResNet-101 + GCN [39] RGB + RP 39.7
3D ResNet-101 + TC [14] RGB 41.1

✓ 3D ResNet-101 + UGPT RGB 42.4

Table 3. Experiment results on Charades. Using different CNN-
based backbones, our proposed uncertainty-guided probabilistic
Transformer achieves state-of-the-art performance on Charades.

with high epistemic uncertainty are significantly improved
by the minority model. For example, the performance of
actions like “scrambled egg” and “making milk” are im-
proved from 59.0% to 63.2% and 63.4% to 69.5 respec-
tively. Larger epistemic uncertainty implies that the cur-
rent model is not familiar with the data and not confident
about the prediction. According to Eq. (11), these high-
uncertainty samples are assigned larger weights during the
training. Then these high-uncertainty samples are well ad-
dressed and thus the performance improves. On the other
hand, the majority model assigns higher weights to sam-
ples with low epistemic uncertainties. Also, we notice that

Figure 4. Acc. of each complex action in Breakfast Actions
[18]. Actions are ranked by epistemic uncertainty in a ascending
order from left to right. The minority model improves the recogni-
tion of high-uncertainty samples significantly compared with the
baseline model. The majority model improves the recognition of
low-uncertainty samples. The combination of these two models
(fusion model) gives the best performance.
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the remaining samples of each model keep robust perfor-
mance while adopting the uncertainty guiding strategy. By
combining the majority model and minority model during
the inference based on the epistemic uncertainty of the test
sample, the fusion model achieves better performance than
either majority model or minority model.

4.5. Ablation study and analysis

Impact of the number of self-attention layers. In this
part, we show the performance of our proposed UGPT by
stacking different numbers of probabilistic self-attention
layers. We set the number of layers from 1 to 6. The ex-
periment results on Breakfast Actions and MultiTHUMOS
are shown in Fig. 5. The performance reaches its peak when
we set the number of layers to 6.
Is atomic action localization necessary? Our model in-
cludes an unsupervised atomic localization module, is it
necessary or helpful? We conducted additional experiments
by directly feeding the features to the UGPT without the
atomic action localization. For Breakfast Actions, the ac-
curacy reached 78.56% without localization compared to
77.79% with localization. Although using the raw features
gives a better performance, we still claim it is necessary
to include the atomic action localization module since the
improvement is marginal and we can have a better under-
standing of complex actions about their temporal contents
and structures. Also, by fine-tuning the atomic action lo-
calization module during the joint training, the localization
of atomic actions also shows improvement from 70.2% to
70.4%.
Using less training data. In many cases, the training data
is insufficient, which limits the performance of the model.
As our probabilistic Transformer can capture the stochastic-
ity of both the model and the data, it can still be robust with
insufficient training data. To demonstrate our claim, we re-
duce the amount of training data for our model from 100%
to 20% and perform the experiment in the same settings.
The experiment results are shown in Tab. 4. Compared with
the Transformer in deterministic mode, our proposed UGPT
perform much better with limited training data.

Portion of data 100% 80% 60% 40% 20%

Deterministic 74.22 69.52 61.05 50.91 37.09
UGPT 77.79 74.67 68.83 57.64 46.70

Table 4. Comparison of deterministic Transformer and UGPT us-
ing less training data on Breakfast Actions. We reduce the train-
ing data from 100% to 20%. The UGPT is more robust under
insufficient data compared with deterministic setting.

Effectiveness of NLL loss. During the training of the prob-
abilistic Transformer, we also use a negative log-likelihood
loss to train the probabilistic attention besides the cross-
entropy loss. The proposed NLL loss function is multiplied
by a weight w in the total loss function. To make it effec-
tive for capturing dependencies and avoid it dominating the

w 0 0.05 0.10 0.15 0.20 0.30
acc. (%) 76.69 76.98 77.24 77.79 70.52 68.38

Table 5. Effectiveness of NLL loss. The acc. in the table is
obtained on Breakfast Actions. We pick w = 0.15 for our model
in order to leverage the NLL constrain and avoid the NLL loss
from dominating the training.

Figure 5. Impact of the number of probabilistic self-attention
layers. By stacking the self-attention layers, we found the perfor-
mance reaches peak when we set the number of of layers as 6.

training. We use different w as shown in Tab. 5. The ex-
periment results show that large w make the NLL dominate
the training and thus degenerates the performance. To get a
balance, we set w = 0.15 for the NLL loss in this work.

5. Conclusion and Future Work

Conclusion. In this paper, we introduce the Uncertainty-
Guided Probabilistic Transformer (UGPT) for complex
action recognition. We model the attention scores as Gaus-
sian random variables in order to capture the stochasticity
and uncertainty in the data and prediction. We also propose
a novel training and inference strategy guided by the
epistemic uncertainty. Our method achieves state-of-the-art
performance on Breakfast Actions, MultiTHUMOS, and
Charades dataset. Utilizing the probabilistic method and
modeling the uncertainty, our model is also robust when
training data is limited.
Future work. In this work, we use sampling-based method
to estimate the epistemic uncertainty. There are also other
uncertainty quantification methods such as the methods
introduced in Sec. 2. We may evaluate different uncertainty
quantification methods in the future. Also, the proposed
uncertainty-guided training and inference strategy may be
evaluated on other computer vision tasks.
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